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) ) . Transactions
Continuous 24x7 availability
In the presence of planned and unplanned events A\

Simple growth

Without significant application change
Without administrative complexity

Rapid response to workload changes

Through, for example, dynamic workload balancing and
resource/machine additions and/or removal

Low Cost of Management

luster Interconnect

@

Closest solution to the Z “gold standard” in the distributed world

Modeled after the Z Sysplex; but using COTS components
Differentiated from competition via superior HA and scaling

© 2013 IBM Corporation
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Efficient Centralized Locking and Caching

As the cluster grows, DB2 maintains one place to go for locking information and shared pages
Optimized for very high speed access

* DB2 PureScale uses Remote Direct Memory Access (RDMA) to communicate with the powerHA PureScale server
* No IP socket calls, no interrupts, no context switching

Member 1

Member 1 Member 1
Results
Near Linear Scalability to large
numbers of servers
Constant awareness of what each
member is doing cF
¢ |f one member fails, no need to block
I/O from other members
Group Buffer
* Recovery runs at memory speeds l Pool ] PowerHA
PureScale

Group Lock
Manager
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*Virtualization of the interconnect layer is currently no longer possible

* DDR IB is older technology (these are the only adapters that could be shared by LPARs)
* QDR IB is what you'll find with most systems today
* 10 GigE is *familiar* to many

*Not all Power hardware supports all the adapters you need

* P750 — DDR IB adapters only, and you can only have 1 if you have at least 2 processor boards
= Check how many adapters can go into the box, and count your number of LPARSs, they need to be 1:1 unless you have DDR
*|If you happen to have DDR IB adapters, key points to remember
* One adapter could be shared with up to 8 LPARs
* You can not overcommit the adapter
= Keep the sum of all member allocations equal to the CF allocation

=Keep your switches and adapters the same type
* QDR and DDR do not play nice together

© 2013 IBM Corporation



1. DB2 PureScale 27|

PureScale AA| A|AEI = =9 11
*Processing Power

* Highly dependent on workload
* Number of members

o Abr L k.

= Failure tolerances

[l

* The more members, the less cores per member, however, you may need more cores per CF
* How many concurrent member failures do you need to tolerate?
*General Rule of thumb

= 1 core per CF for every 6 member cores when it's write heavy application
* 1 core per CF for every 10 member cores when it's a read heavy application

point for the number of cores needed PER CF

NOTE: In other words, add up the total member cores, divide by 6 or 10 and that’s your starting

© 2013 IBM Corporation
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*Memory
= The more the better...

* Prevent swapping where possible

=*General rules of thumb for members
* 4 to 8 GB per core

* AUTOMATIC for the memory settings in DB2 is recommended with a few exceptions
* LOCKLIST should be set to 3 to 6% of the LBP size.

=*For the CF

= Dependent on read/write ratio - the higher the writes, the higher the memory requirements on the CF
* Minimum of 25% of all LPB should exist in the GBP

* 35% to 40% recommended for an average 70% read workload with 30% writes
* With 2 members only, 40% to 50% is recommended

© 2013 IBM Corporation
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*Shared Storage Considerations for DB2 PureScale
* Latest list available at the DB2 information center

= Category 1 provides the fastest recovery times (roughly, in the 10 to 30 seconds range) when a host fails
= Category 2 provides reasonable recovery times (roughly, in the 1 to 3 minute range) when a host fails
= Category 3 is everything else that has not been officially tested with DB2 PureScale.

NoTE: failure times can depend on the number of file systems present and the type and
number of concurrent failures occurring.

=Key points
* Make sure your driver matches what's in the table, and a lack of a driver listed, implies not supported.

* Keep an eye on the NOTES under the tables to get more information about a particular storage subsystem
* VIO must use N_Port ID Virtualization to stay in Category 1, otherwise, you fall into Category 2

© 2013 IBM Corporation
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Home Business solutions IT services Products Support & downloads My IBM | Related information centers W
Search: E Scope: All topics Hello, guest
Contents E-|%-B & 0 LET= I Y |

= € DB2 Information Center home A

7

@ Product overviews
= E patabase fundamentals
= i Installing
21 Requirements for DB2 products
# [14 Installing DB2 database servers

Category 1 storage device and multipath I/O driver combinations

Storage devices and multipath I/O driver combinations listed in this category can successfully support both the DB2 cluster services tiebreaker and fast
110 fencing. Category 1 devices have been validated with the DB2 pureScale Feature and result in the highest resiliency and fastest recovery times.

Table 1. Category 1 storage device and multipath /O driver combinations

= [ Installing the DB2 pureScale Feature

B Network topology considerations Multipath /O drivers
I L T
B User-managed file system Storage Devices Multipath 1/O drivers required for AIX systems systems Protocol
EI DB2 Connect considerations with the DB2 pureScale Featu IBM Storwize® V7000 SDDPCM DM-MP Fibre
[ DB2 client considerations for the DB2 pureScale Feature (674,071 or h|gher) Channel
E IIF P;eparmg. to install the DB2 pureScale Feature for DB2 Ente IBM SAN Volume Conitroller SDDPCM DM-MP Fibre
3% Installing DB2 pureScale Feature (ALY (6.4.0.1 or higher) Channel
# [ Installing DB2 pureScale Feature (Linux)
# [14 DB2 pureScale Feature installation methods IBM System Storage® SDDPCM DM-MP Fibre
Bl Setting up a Network Time Protocol server DS8000@® series Channel
Ei Configuring hosts as Metwork Time Protocol clients IBM System Storage MPIO DM-MP or RDAC Fibre
# [ Taking the first steps after installing the DB2 pureScale Fes DS5000 series Channel
- mﬁ Configuring 3 GDPL envirenment IBM Systemn Storage MPIO DM-MP or RDAC Fibre
1 [Z4 Removing the D82 pureScale Feature DS4000® series Channel
M Installing the DB2 Partitioned Database Envirenment .
# 2 Response files IBM System Storage MPIO DM-MP or RDAC Fibre
® [ Installing the DB2 Information Center DS3000 series Channel
# [14 Converting instances to a new DB2 database product EMC VMAX/Symmetrix DM-MP Fibre
# [ Converting instances to the IBM DB2 pureScale Feature family 1 MPIO driver provided by EMC (driver file Channel
® [ Applying fix packs EMC.Symmetrix.fcp.MPIO.rte)
- g U”‘”;ta‘“”a DE2 dataf"d“? products NetApp FAS filers MPIO driver provided by NetApp DM-MP iscsl
5 [1% Installing the integrated cluster manager -
+ uﬂmstaumg BM Datga studi ? Virtual VO Server (VIOS) 2 MPIO or SDDPCM Fibre
# [ Installing [BM Data Server drivers and clients Channel
> Hitachi Virtual Storace MPIO driver provided bv IBM or HDLM Fibre
=] [=] = ¥ L A Cammantiel
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PureData System for Transaction Hardware View

l ‘ "’\ External Network Connectivity
BRI EY
* Dual 10Gh Ethernet Switches fior externall and rack-te~rack
communication.

Steorage System

* Utilizes Storewize v7000 chasis and expansion units.
* Holds up to 192 disks in laige confiiguration.

* 1:3 worlikdoad balanced SSD to HDD ratio

Balanced HDD & SSD config.

* 48-disk medule (12 SSD + 36 HDD) to opfimize for
performance & cost.

* RAID 10 fior extieme storage reliability

Flex System Chassis
* Up to 2 per rack (Lange).
* Holds up to 14 compuite nodes each

_ © ~Back plane with fully redundant Network (En)
*Upto 9.5 TB SSD and 64 TB HDD capacity and ) ity
Pure System™ Manager (PSM)
* 2 perr rack fior redundancy
* Integrate management for all
system resouices Flex System™ Compute Node
~up @ 24 per rack

~ Serves as CF and Memiper nodes for PureSeale instances

© 2013 IBM Corporation
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PureData System for Transactions — Available Configurations

Configurations

Flex System Chassis

Flex System Compute
Nodes

CPU Cores
Memory
Storage Unit (600GB drives)

Storage Expansion
(600GB drives)

User Capacity
Raw SSD Storage
Raw HDD Storage

Upgrade
/—\ /—\
Small Medium Large
s Rack 2 Rack Full Rack
1 1 2
6 12 24
96 192 384
1.5TB 31TB 6.1 TB
1 2 4
1 2 4
18.6 TB 37.2TB 744 TB
4.8TB 9.6 TB 19.2 TB
320TB 64.0 TB 128.0 TB

© 2013 IBM Corporation



2. Appliance 7|Ht2| DB2 PureScale

|
h
3

PureData System for Transactions — Cluster Elasticity

requirements:

Number of Flex System Compute CF Member
Nodes
6 2 4
4 2 2
2 *2 *2

* CFs and Members are co-located

instances in a single system:

Up to 3 PureScale instances for the small configuration
Up to 6 for medium and 12 instances for large

Grow from 2 to 4 to 6 PureScale members as the
workload demand increases

Predefined deployment pattern to handle different transaction

PureData system will support multiple PureScale

© 2013 IBM Corporation
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TDA Checklist
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How do | upgrade a PureData System for Transactions once capacity limit is reached?
specialist will perform the upgrade on site.
How do | update the software on my PureData system?

PureData System for Transactions is designed for modular upgrade. When capacity limit is reached, you can seamlessly
console.

upgrade from Small to Medium to Large configuration. Simply contact your IBM sales representative to order and a PureData

For simplicity, complete software update packs will be released regularly to keep your system performing at optimal
Can | mount other servers to my PureData System rack?

level. Once you download the update pack, you can choose to apply some or all component updates via a graphical management

your PureData System.

PureData systems are designed to be highly integrated for optimal performance. Other non-PureData servers should not
be added to the same rack since power and network requirements of these systems may negatively impact the performance of
Are there any hidden cost?

No. Your PureData system comes fully loaded with full feature DB2.

© 2013 IBM Corporation
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The basic process to create your database in <4 hours

Plug in system and power on

Complete the System Console configuration (“SGEN phase”)
Use the Workload console to

- Create the instance, specifying your cluster configuration (2, 4 or 6 nodes)
— Configure administrative access to the instance
— Create or deploy a database
*Default workload
*Customized workload
*Clone

Use the Database Operations Console to
— Configure access control

— Optional: schedule automatic database backups
— Add more disk storage to the database

After your instance and database have been created you can

= Configure remote applications to access the database

W

= Begin loading objects into the database from a remote workstation using a supported tool such as IBM Data Studio

© 2013 IBM Corporation
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Application deployment scenarios

New deployment of application

Database deployment through PureData console

Application installation routine connects to PureData DB and creates database objects

Optional: Use PureApplication application pattern which connects to database and creates structure in database
Application connects to PureData just like a regular DB2 database

Migration of existing application

Database deployment through PureData console

Migrate existing database using Database Conversion Workbench (DCW) to new PureData database
Configure DB2 driver to connect to PureData

© 2013 IBM Corporation
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Application deployment scenarios

Database tools download

IBM PureData System for Transactions Workload Console System Console

L admin | () Help- | Logout

Welcome Database ~ Cloud -~ System -

Database Tools Expand All  Collapse All

Use these database tools on your workstation, database client, or application server to develop database applications, administer, and monitor your databases throughout the
data lifecycle.

+| Data Studio client
4| Data Tools Runtime Client
4| pureQuery Runtime

nfoSphere Data Architect

- InfoSphere Data Architect
\ E' InfoSphere Data Architect is a comprehensive development environment for data modeling, relating and integrating data assets, and developing database
applications.

=| Database Conversion Workbench

/g[' Database Conversion Workbench

Atool to migrate existing databases to the IBM PureData System for Transactions.

© 2013 IBM Corporation
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Systems Management and Monitoring

All systems management is handled through the System Management Console and Workload
Management Console

=  System Management

- System Monitoring including Tivoli

- User Interface for System Monitoring

- User Interface for Workload Monitoring

. Troubleshooting

Command line access for Power User to perform advance administration tasks

(SSH login for root access)

© 2013 IBM Corporation
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Backup and Restore Technology

* DB2 Backup and Restore Technology is tightly integrated into the Workload Management Console in the
PureData system for transaction.

* |dentical in functionality to the Backup and Restore used in all other DB2 configurations.

* Backup and Restore Technology supported by the PureData System:

DB2 Backup and Restore to Tivoli Storage Manager (TSM) (recommended)
3 party Backup and Restore Products

External storage/ SAN for backup images

© 2013 IBM Corporation
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Backup and Restore Technology

From the Database Service Console you can easily schedule backups
— Granularity can be daily/weekly at a time of your choosing
- Backup images are available as sources for cloning

Other centralized schedulers can be used to schedule backups like any other DB2 database, however calling
the REST API will register the backup image with the console so it can be used for cloning.

Monitoring -~ Operation Logging

PrS

Dperations

oB2 DB2 (i)  Operation "Automatic scheduled database backup” is launched

=| Automatic scheduled database backup
Select the frequency of automatic database backup or disable backup.

Frequency: Weekly
= Day: Thursday
= Time: 18:00

| subme |

+/ Create a database imaae

© 2013 IBM Corporation
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DR

WebSphere MQ Server v7.5

Q Replication between PureData Systems for Transactions for Disaster Recovery

—Hursley (UK) -

DB2 10.1 AESE r:‘ = DTW toolkit clients
e
Queue Manager - HGSPOC

“Apply” Que(e-_s_};f;j{‘

Queue Manager - LGDTW
Channel H from LG “Capture” Ofue
e 2

s
ChannelHto LG [ Apply Que: es j_\

PureData For Tnx
— Hursley (UK) -

00
Ll
=17l

= (e

» >Te

IBM InfoSphere Data Replication Dashboard
- Configuration and Monitoring

PureData For Tnx
—La Gaude (France)
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Monitoring Schema

The System Management Console, the
Workload Management Console and the
Database Operations Console can be
used to monitor all aspects of the
PureData System.

The figure to the right shows all of the

system, workload and database objects
that can be monitored.

© 2013 IBM Corporation
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Monitoring Schema

IBM PureData System for Transactions - Database Perfdrnfien2e)Mdisito#81-b740-e8d109%a51d |

PEL=LEE Health

Performance

Log Out |

Configuration Job Manager

Health Summary

| Alert Severity

| Recent 80 minutes | v | Last refresh: Sun Nov 11 2012 09:39:34 AM

FBins

Health Summary X SQL Statements X

Configure Alerts.. View: Historical Data - End Time:

Duration: _All-
| Bttt S MR

| 1111112 21:28 Ll |

Add Databas

(Ban
[ g Critical Alerts (5)
LA Warning Alerts (3)

[Bcritical and Warning Alerts (5)

1062 1726 - 1112 2128

Alerts

[] Automatic Refresh

D 26sec

IEH %

Baseline:

Learn about the time controls.

Aggregation level

& SQL Statements Dashboard: db2inst2.dtw.d_83165e85_0a7f_ddc7_aOc5_682cic78c106 [All Members]

.d Learn about tuning SQL . stopping SQL , and forcing

| @ | - do2inst2.diw.d_.

|z Disconnect Q

/ -
s o L,
3 &
é&u’ “\4“ 0.;? ‘f f ‘f Top Individual Executions
Data Source 1= | "‘;\Z} &3 ‘@ :
: Dashboard filter: Highest | 20 v | by | Total v | | Execution Elapsed Time - ‘ Actions
db2inst2 dtw.d_83165e85_0a[ K4 6| " @ @ -— -- --

Text Categc Elapse-l Number of Execv I Humber of Acces: CPU Time Rows Read VO Time Loc
db2inst2 mydb.d_83165e85_0{=] 2 2 @ @ | CEETE T osas eew000 B : 003000 5 X |
db2s55.855.d_886e[Bab_6934 B¢ & 0 @ o o o select” from @b2in... | DML, Select (block.. 4.482000 1 1 0.000000 ] 0.000000

- . select count”) hom... | DML, Select (block.. 5.845000 1 1 0.000000 o 0.000000
dssessed simabested o 2 @ W - - - oo o R ‘ 1 - :
db2s57.557.d_T011067F_2baf™re| 43 TE @ O i e S

Overview Server Execution Times Row Activity o Locking and Communication
‘Statement - Most Recent Identification

Statement identifier. [

- Most Recent Compilation
Compilation time:

CALL SYSPROC ADMIN_CMD(?)
Number of Accessed Members: 1

Package name: -
Consistency token: -
Section number: =

Actions | v

Cache insert time:
Statement type: Dynamic Last Execution time:

Statement category: CaLL

11/08 20:49:26
11/08 23:20:31

Number of compilations:
Isolation level
Cost estimation (timerons):
Special Registars for
Compilation
CURRENT SCHEMA:
CURRENT REFRESH AGE
CURRFNT PATH

© 2013 IBM Corporation

0.000000
2

cs

1



flwl
I

i

&

2. Appliance 7|Ht2| DB2 PureScale

PureFlex System 7|Ht9| PureScale, PureData System for Transaction 2 H/WQ} S/W 29| %|
H3p7t MA| SHASE Dl gL ct

Uninterrupted access to data with consistent performance

Traditional systems

- build it yourself PureData System

- built-in expertise

Over several days/weeks: 6-node database cluster In minutes

1. Define High Availability topology .

2. Configure HW/SW/Network 1. Just specify database,
3. Set up storage pools description and

4. Install multiple operating systems topology pattern

5. Install database instances

6. Set up primary and secondary

management systems

Set up database members
Set up backup processes
Test, tune, reconfigure

© o~
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Deploy topology and databases in minutes using patterns PureScale™ Instances

Topology patterns

Automatically creates, configures and deploys a

database system topology with built-in redundancy and
high performance

Database patterns

Automatically creates, configures and deploys IBM or T E
client-specified databases optimized for transactional -—"
workloads

© 2013 IBM Corporation



2. Appliance 7|Ht2| DB2 PureScale

FAQ

[l

KK

How do | upgrade a PureData System for Transactions once capacity limit is reached?
specialist will perform the upgrade on site.

PureData System for Transactions is designed for modular upgrade. When capacity limit is reached, you can seamlessly

How do | update the software on my PureData system?

upgrade from Small to Medium to Large configuration. Simply contact your IBM sales representative to order and a PureData
console.

For simplicity, complete software update packs will be released regularly to keep your system performing at optimal
level. Once you download the update pack, you can choose to apply some or all component updates via a graphical management
Can | mount other servers to my PureData System rack?

your PureData System.

PureData systems are designed to be highly integrated for optimal performance. Other non-PureData servers should not
be added to the same rack since power and network requirements of these systems may negatively impact the performance of
Are there any hidden cost?

No. Your PureData system comes fully loaded with full feature DB2.

© 2013 IBM Corporation
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3. Value of PureData System for Transaction

IBM Pure Systems Family

Purellex

PureApplication

e

PureData

HO|E S5

OIZEf AfH[A

Delivering Infrastructure
Services

G O] E AfH|
Delivering Data Services

© 2013 IBM Corporation



3. Value of PureData System for Transaction LEF:O

IBM PureData Systems > PureData system for Transaction

PureData = z7suzzssessss

System for Transactions

PureData .

: Ashe| 2|2 petabytes L|0|E{ &
System for Analytics 2207 2E, B 2M O BT A
PureData Chost BEfo| EAYRO EMYM K27t SXE HDE I3
Cheol ARt 27 2 A 93 HO|E{ROIBHRA AH|2

System for
Operational Analytics

© 2013 IBM Corporation
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