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Best attributes 
of 

distributed 
networks

Fibre

Channel

Architecture

Best characteristics

of channel and

bus architecture

Channel + Network ==> Fibre Channel
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Parallel SCSI

HBA

Host

Controller LUN LUN LUN

Bus

6-25 M

Initiator Target

SCSI Bus Type 8-bit Width
(Narrow)

16-bit Width
(Wide)

SCSI-1 5 MBps

SCSI-2 Fast 10 MBps 20 MBps

SCSI-3 Ultra 20 MBps 40 MBps

SCSI-3 Ultra2 40 MBps 80 MBps

SCSI-3 Ultra3 (Ultra160) 160 MBps

SCSI-3 Ultra320 320 MBps

SCSI-3 Ultra640 640 MBps

LUN=(disk/tape)
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SCSI-3 Interface Evolution

Parallel Ultra 
SCSI

Ultra2 
SCSI

SCSI -3

Serial

FCP

SSA

IEEE 
1394

Ultra3 
SCSI
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Why Fibre Channel SAN?

SAN

Increased distance

Increased connectivity

Higher bandwidth/performance

Compatible with existing channel 
protocols
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Fibre Channel Terminology
FC HBA

NODE

N_Port
Node Port

FC LINK

FC Adapter

NODE

Tape Library Disk Subsystem

Fabric

F_Port
Fabric Port

N_Port
Node PortNODE

FL_Port
Fabric Loop Port

NL_Port
Node Loop Port

E_Port 
Expansion Port
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FC and OSI Structure Comparison

Fibre Channel

Protocol Mapping LayerFC-4

Common ServicesFC-3

Framing Protocol/
Flow Control

FC-2

Encode/Decode
FC-1

Physical CharacteristicsFC-0

Session

Transport

Network

Encode/DecodeData Link

Physical Layer

Application 

Presentation

OSI Model
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FC-0: Physical Interface and Media

Protocol Mapping LayerFC-4

Common ServicesFC-3

Framing Protocol/
Flow Control

FC-2

Encode/Decode
FC-1

Physical CharacteristicsFC-0

FC-0

Media:

Cables

Connectors

Physical Interfaces:

Data transmitters 
and receivers

Bandwidth
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Media: Cable Options 

RX
TX

Cable Options:

Outbound

Inbound

100/200 MBps

Twisted Pair

Coaxial

Passive -13 Meters

Active - 30 Meters 

  9 micron SM LW
50 micron MM SW

62.5 micron MM SW

Fiber 
Optics

10,000 Meters
  500/300 Meters
  175/150 Meters

Copper

RX
TX
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Fiber Optic Technology

         Single mode fiber
Single path for the light to travel   

         Multimode fiber
Multiple paths for the light to travel   

SC  Duplex single mode

LC  Duplex single mode

SC  Duplex multimode

Light 
Emitting
Diode

     Outer coating 
250 micron diameter

     Cladding 
125 micron diameter

 Core 
  50 or 62.5 micron

 diameter

LED
or 

SX
Laser

     Outer coating 
250 micron diameter

     Cladding 
125 micron diameter

       Core 
  9 micron diameter

LX
Laser
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Speed Auto Detection and Negotiation

Servers, storage, or switches 

Link runs at 1Gbps

switch2Gbps

2Gbps 1Gbps

Link runs at 2Gbps

2Gbps 2Gbps

1Gbps
Runs at 2Gbps Runs at 1Gbps

Storage Server 
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Physical Interface

Host Bus Adapter
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FC-0:  Media Connectors

Duplex SC Connector
(Duplex LC Connector)

GBIC
(SFP)

(to HBA or
 storage subsystem)

Fiber Optic 
Cable

SC  Duplex single mode

LC  Duplex single mode

SC  Duplex multimode
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HBAs: Interface between Peripherals and Host Bus

Host Bus Adapter (HBA)

 
Serialize/Deserialize

(SERDES)

FC Topology Support

ULP Device Drivers

Interface to Host Bus

 

 

 

Host Bus

TX

RX
TX
RX

Host CPU

(Not part of FC-0)
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FC-1: Transmission Protocol

Protocol Mapping LayerFC-4

Common ServicesFC-3

Framing Protocol/
Flow Control

FC-2

Encode/Decode
FC-1

Physical CharacteristicsFC-0

FC-1

8 bit/10 bit data 
encode/decode

Ordered sets 
for link control
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FC-2: Framing and Signaling Protocol

Protocol Mapping LayerFC-4

Common ServicesFC-3

Framing Protocol/
Flow Control

FC-2

Encode/Decode
FC-1

Physical CharacteristicsFC-0

FC-2

Data packaging

Classes of service

Flow control

Physical model

Port Login / logout
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Frame Content

Word Bits 31-24 Bits 23-16 bits 15-8 bits 7-0

0

1

2

3

4

5

Destination ID (Address)

Source ID (Address)

4 Bytes 
Start 

of 
Frame

24 Bytes 
Header

2112 Bytes Payload

64 Bytes 
Optional 
Header

2048-Byte 
Payload

4 Bytes 
CRC 
Error 

Check

4 Bytes 
End
 of 

Frame
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Fibre Channel Topologies

 

 

 

 

Host Peripheral

Point to Point

Arbitrated 
Loop

Switched FC Switch
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World Wide Name (WWN) & Addressing

Component numberCompany_id      Format
1000 = standard 
2nnn = extended

 FC    HBA

Node

Node Name

64-bit Node WWN

Port Name
N_Port ID

Port Name
N_Port ID

64-bit Port WWN

24-bit Port Address

64-bit Port WWN

24-bit Port Address

 10 : 00 :  00 : 47 : 11 :   00 : 47 : 11

64-bit WWN

http://standards.ieee.org/regauth/oui/index.html
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World Wide Name (WWN)

 

10:00:    07 : 63 : 00 :  c0 : 06 : 3b

Manufacturer assigned 
component number

IEEE assigned company_ID

Format:
1000 - Standard
2000 - Extended

  

64-bits

http://standards.ieee.org/regauth/oui/index.html
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Determining the Operating Environment

LOGIN

Fabric Login (FLOGI)

Port-to-Port Login
(PLOGI)

FL
O

G
I

P
LO

G
I

Switch

Switch
Switch OS

Switch OS

N_Port

F_Port

F_Port

N_Port
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Fabric Addressing (Port_ID or FC_ID)

8 bits16 bits

24-bit Port Address

8 bits 8 bits 8 bits

Domain Port

FabricLoop_ID AL_PA

Area
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Point-to-Point Topology

FC Host 
Bus 

Adapter

FC 
Controller
Adapter

100/200 MBps

100 /200 MBps

Full-duplex 
Dedicated Bandwidth

Host Storage 
Subsystem
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Arbitrated Loop with Hub

HUB

Shared Bandwidth

PBC

NL_Port

NL_Port

AL_PA

AL_PA

AL_PA

AL_PA

AL_PA

AL_PA

PBC-Port Bypass Circuitry
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Switched Fabric

Scalable Bandwidth

N_Port

F_Port

F_Port

N_Port
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Switch
Switch

Switch OS
Switch OS

FL_Port
FL_Port

NL_Port NL_Port

Arbitrated Loop Devices - Switch Attached
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Switched Fabric - Dual Fabrics

Switch Switch
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Frame Routing - Multi-Switch Environment

ISL

E_Port

E_Port

ISL-InterSwitch Link

FSPF

FSPF - Fabric Shotest Path First
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Review:  Ports

N_Port  (node)

NL_Port (node loop)

F_Port  (fabric)

FL_Port (fabric loop)

E_Port (expansion)

G_Port (generic)

U_Port (universal)
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ESS:  Host LUN Assignment Steps

Hosts or NAS 
Gateways

cluster 2CACHE NVS

CACHENVScluster 1

SAN

IBM TotalStorage  
ESS Specialist

1.  Create Open Systems Storage
2.  Modify Host Systems
3.  Configure Host Adapter Ports
4.  Configure Disk Groups
5.  Add Volumes
6.  Modify Volume Assignments
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ESS:  Define Host System Port

SAN

Windows
Host

LUNs for
Windows

Host
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ESS:  Host System and Assigned Volumes

Host server  
port WWN
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ESS:  Volume Assignments ID and LUNs

Target ID and 
LUN numbers
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Windows Host:  SCSI Disk Devices

Disks presented  
by FC HBA

FC HBA

Windows
Host

SCSI LUNs
owned by
Windows

Host
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LUNs from the ESS
presented to host by Fibre Channel HBA

as SCSI Target ID and LUNs

SCSI Target ID and LUN Numbers
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Windows Host:  Disk Management
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NAS Gateway - Facilitate File Access to SAN

Network and LANs

Storage 
Systems

UNIX and Windows 
LAN file sharing clients

Other host servers NAS
Gateway

500
zone

Block I/O

File I/O
request
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Logical and  Physical  Views:

Goal:  Assign
 4 Logical drives 
to NAS Gateway

SAN

NAS
Gateway

500

LUNs for
NAS

Gateway

FAStTArray 1 (RAID 5)

36 GB 36 GB 36 GB

2 GB Logical Drive

FAStT Storage Manager
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FAStT SM:  Define Host Group and Host

NAS Gateway  
is a host to 

storage systems
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FAStT SM:  Define Host Ports

NAS Gateway port WWNs (WWPNs)

Port1

Port2
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FAStT SM:  Storage Partitioning

Storage Partitioning

 LUN Masking

Assign LUNs 
to host group

NASgrp
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FAStT:  LUNs Mapped to Host Group

Four logical drives
assigned to

NAS Gateway

SAN

NAS
Gateway

500

LUNs for
NAS

Gateway

FAStT
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Volume Wizard - Create NAS Volumes

LUNs in FAStT assigned
to NAS Gateway
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Summary

Fibre Channel topologies included:
Point-to-point
Arbitrate loop
Switch fabric

Fibre Channel ULP enables multiple protocols to share a 
common physical transport.

A fabric comprises one or more interconnected switches that 
implement Fibre Channel services to link ports and route 
data.

Fibre Channel is the enabling technology for SANs

Fibre Channel HBAs provides device discovery and shields 
host OS from Fibre Channel SAN awareness
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