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Executive Summary

This report describes the scalability and performance results of IBM iSeries servers in an HTML J.D. Edwards OneWorld® Xe SP14.1 WEBP environment using the J. D. Edwards interactive Web/HTML benchmark.

This test successfully executed more than 6000 concurrent user sessions in a virtual 3-tiered environment. Response times easily met the certification criterion of 2 seconds, with an actual average response time of 1.16 seconds. The tested Enterprise server was configured with 24 processors with 8 MB of Level 2 cache and 128 GB memory. The two Webserver systems under test were configured with 24 processors with 8 MB of Level 2 cache and 96 GB memory. The results of this certified benchmark demonstrate the suitability of the IBM iSeries as a viable platform for the e-Business application.

In the J. D. Edwards benchmark environment for Xe SP14.1 WEBP, actual OneWorld HTML clients were used to generate a real workload against the enterprise and web servers. By so doing, this benchmark provides a realistic measure of J.D. Edwards performance. 

Complete response times are shown in Appendix A: Detailed Test Results. These results reflect the speed and scalability of the IBM iSeries servers, and the advantages of a well-balanced configuration. 

Background Information

The primary objective of the benchmark was to demonstrate the outstanding scalability of the iSeries and OneWorld Xe SP14.1 WEBP in a WebSphere HTML environment. A secondary objective was to determine and document the tuning techniques for WebSphere 3.5.2.

Architectural Design

The high level architecture of the benchmark environment consisted of:

· The Enterprise Server which housed the J. D. Edwards database and database service request for information. It also serviced OneWorld logic requests.

· The Web Server serviced HTML based transactions from web based users.

· The Rational Controllers controlled the number of users accessing the web server. This is not a normal component of a customer implementation. 

· The Web Agents were used to simulate web users.
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Virtual 3-Tier Architecture Diagram

Configuration

Database Server and Application Server

The iSeries 840 was configured with 128 GB of main storage and 356 disk arms in Raid-5/ mirrored sets giving a useful capacity of 2.67 TB.

iSeries 840 Database/Application Server

	Component
	Model

	System
	IBM iSeries 840 – 2420

	Processors
	24 – 500 Mhz, 8 MB L2 Cache (Copper/Silicon on Insulator chip technology) 

	Memory
	128 GB 

	Disk
	3 TB (2668 GB protected)

	
	Disk Configuration:

34 Raid-5 sets of 10 drives (2600 GB) and 16 drives mirrored (68 GB).

	Network
	

	
	Four 1 Gbps high-speed ethernet adapters.  

One 16 Mbps token ring adapter.


Web Server 

The iSeries 840 was configured with 96 GB of main storage and 120 disk arms in Raid–5 protected sets giving a useful capacity of 920 GB.

iSeries 840 Web Server

	Component
	Model

	System
	IBM iSeries 840 – 2420

	Processors
	24 – 500 Mhz, 8 MB L2 Cache (Copper/Silicon on insulator chip technology) 

	Memory
	96 GB 

	Disk
	1 TB (920 GB protected)

	
	Disk Configuration:

12 Raid-5 sets of 10 drives (920 GB protected).

	Network
	

	
	Two 1 Gbps high-speed ethernet adapters.  

Fifteen 100 Mbps ethernet adapters.

One 16 Mbps token ring adapter.


Software

· OneWorld Xe SP 14.1 WEBP 

· Additional code which will be included in the SP 16.1 GA release

· Rational Performance Studio 1.5

· WebSphere 3.5.2

· Xe version of the web/html scripts

· OS/400® - V4R5 Cum 3 C1005450

· IBM Info APAR II12445 at

http://www-1.ibm.com/servers/eserver/iseries/service/bms/jde-support.htm
Network

Each Web server was connected to the Enterprise server by two 1 GB ethernet adapters – one for JDENET data and the other for JDBC data, making a total of four 1 GB ethernet adapters/lines on the Enterprise server. The 1 GB ethernet connections are point-to-point full duplex over optical fiber cables with a maximum transmission unit (MTU) size of 8996 bytes. These lines had relatively light utilization (<5%), minimizing communication delay.

The Rational Agent PCs (simulated web users) were each connected via a dedicated full duplex 100 Mbps ethernet link using point-to-point copper cabling, removing the requirement for a high-speed ethernet switch or hub. This took maximum advantage of the superior system bus performance of the IBM iSeries, and maximized communication throughput between the agents' PCs and the Web server.

For control purposes, a 16 MB token ring backbone was used to connect all devices in the network.
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Network Configuration

Data

The test database models a generic mid-to-large scale customer, matching J.D. Edwards’ target market of customers with $200 million to $2 billion in annual revenues. It does not reflect any particular customer or industry, but has the flexibility to model a mixture of Distribution, Manufacturing and Financial users. The table sizes required to model a large customer were determined based on the experience of J.D. Edwards field and corporate personnel.

Methodology

The OneWorld Configurable Network Computing environment provides maximum flexibility to move data and logic among clients and servers. This test evaluated OneWorld version Xe SP14.1 WEBP in a virtual 3-tiered configuration using J.D. Edwards web/html interactive benchmark workload.

The typical business enterprise operates in a mixed load environment. To simulate real world conditions, this test ran concurrent users in the following application mix: Manufacturing (25%), Distribution (50%), and Financial (25%).

The test used J. D. Edwards' standard series of three scripts which exercise the basic features of OneWorld applications, and represents the type of load a typical OneWorld user would generate. Each user script ran approximately one hour, including think time.

Scripts were developed in cooperation with J. D. Edwards application experts using the knowledge gained from consultants, Conference Room Pilots (CRPs), and go-live experiences in real world situations. 

The benchmark results include response times for each vertical application (Manufacturing, Distribution and Financial), as well as an overall average response time for the tested configuration. This reporting strategy provides both application-specific and more general performance results for OneWorld on the system under test.

The response times reported for each vertical represent averages. Each user processes many additional transactions, although the average is based only on the number and type of transactions shown in the table below, Reported Transactions Processed by Vertical. The completion time for each series of transactions is recorded and all are averaged to produce vertical response times.

Overall, averages are calculated using a simple formula that gives equal weight to every transaction processed during the testing run.

Reported Transactions Processed by Vertical

	Vertical
	Transaction
	Number of Transactions 
	Total

	Manufacturing
	Work Order Entry
	4
	4

	
	Work Order Completion
	4
	4

	Total Averaged Manufacturing Transactions
	8

	Distribution
	Sales Order Entry
	4
	4

	
	Purchase Order Entry
	4
	4

	Total Averaged Distribution Transactions
	8

	Financial
	Journal Entry
	4
	4

	
	Voucher Entry
	6
	6

	Total Averaged Financial Transactions
	10


For each test, twice as many users process distribution applications as process manufacturing or financial applications. This produces the following ratios for the tests: Financial (25%), Distribution (50%), Manufacturing (25%).

Calculations of the overall average take into account these variables, producing an average in which each transaction is equally weighted. Specifically, the following formula is used:

((10*AvgFIN) + (16*AvgDIST) + (8*AvgMFG))/34
Conclusions and Recommendations

Analysis

The IBM iSeries systems were able to produce a 1.16 second average response time via web browsers clients even though the system was processing transactions from over 6000 concurrent users. The IBM iSeries 24-way systems had CPU utilizations of 65% for the HTTP/WebSphere/JAS systems and 66% for the Enterprise Server allowing room for future growth. While the weighted average was 1.16 seconds, many transactions had sub-second response time.
This benchmark was specifically targeted at stressing the Web server at high utilization. There are three major components on the Web Server:
1. The HTTP web server software that handles the user interface for web clients, using a combination of HTML and javascript.

2. WebSphere middleware, which routes requests and responses between the HTTP server programs and the Java Application Software (JAS).

3. The Java Application Software handles each user's connection to the business function logic on the Enterprise Server. This software is written in java for portability. In some cases, the Java code uses JDBC for faster access to the database, especially in queries where multiple records are returned.

The Web Server systems performed reliably for the duration of the benchmark. They scaled almost linearly, and were individually tested to 3500 users. At 3000 user level, CPU was at 66%, thus allowing for considerable growth in this configuration.
Often in web applications, the response time is degraded. This was not the case in this benchmark, however, as is evidenced by the 1.16 second average response time (although not certified, on one run a response time of 0.93 was obtained for 5845 users).
When processing high numbers of transactions, the developers at IBM and J.D. Edwards are allowed the opportunity to stress the limits of their applications and improve the efficiency of their software and hardware. In this benchmark, a number of areas of contention were found and fixed. These improvements will be incorporated into current versions of IBM and J.D. Edwards software through temporary fixes and will be integrated into future releases. In addition, updated tuning guidelines will be published, incorporating knowledge gained from tuning applications at high levels of throughput.
Conclusion

As part of the new order, this environment provides a flexible web client interface. Many applications and previous benchmarks have only tested the backend transaction processing capability. This benchmark was able to test and scale a new e-business interface using IBM’s WebSphere and J.D. Edwards Java servlets.
Prior to this benchmark, web client interfaces have been accepted as a slower means of accessing a transaction based application. Many other platforms have difficulty in providing adequate response times, using the traditional “fat” client interface with very powerful PCs. However, by using leading edge technology, IBM and J.D. Edwards have demonstrated a web browser interface that can meet and exceed a user’s response time expectations.
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Appendix A: Detailed Test Results

Complete Benchmark Results

	User Goal
	
	6000

	Financials
	
	

	H0411E_1
	Voucher Entry
	.77

	H0411E_2
	
	.77

	H0411E_3
	
	.90

	Average AP
	
	.81

	
	
	

	H0911E_1
	Journal Entry
	.68

	H0911E_2
	
	.55

	Average GL
	
	.62

	AVERAGE FIN
	
	.73

	
	
	

	Distribution
	
	

	H4210E_1
	Sales Order Entry
	1.19

	H4210E_2
	
	1.19

	H4210E_3
	
	1.19

	H4210E_4
	
	1.12

	Average SO
	
	1.17

	
	
	

	H4310E_1
	Purchase Order Entry
	1.20

	H4310E_2
	
	1.20

	H4310E_3
	
	1.20

	H4310E_4
	
	1.1

	Average PO
	
	1.18

	AVERAGE DIST
	
	1.17

	
	
	

	Manufacturing
	
	

	H3002E_1
	Enter Work Order
	2.14

	H31114U_1
	Work Order Completions
	1.18

	AVERAGE MAN
	
	1.66

	
	
	

	AVERAGE RESPONSE TIME
	
	1.16


Appendix B: Certification Model

Interim Requirements for Published Benchmark Results

These Guidelines are intended to provide Business Partners with the requirements for running a standard benchmark test where the results are intended to be published and where a certified test procedure and tool kit are not available from the Benchmark Council. Results of tests, which adhere to these requirements, may be certified and published by J.D. Edwards under the policies and procedures, as they exist today. This does not imply endorsement or certification from the Benchmark Council.

· A copy of the test plan must be submitted to Global Advanced Technology Services (GATS) for review and approval prior to beginning the test. 

· The tests must be conducted using the full test database and test data as delivered by GATS. No data or indices may be deleted except as part of refreshing the database from J.D. Edwards-provided import files. 

· Database, network and system tuning techniques used must be fully disclosed.

· CPU, memory, network, and disk utilization, along with interactive response times must be reported for the highest successful test result.

· Average response time is calculated using the following equation:

((10*avg FIN) + (16*avg DIST) + (8*avg MFG))/34

· The GATS-provided counter script will calculate batch transaction rates (where applicable).

· The interactive tests must be conducted using the standard test scripts provided by J.D. Edwards. Batch tests must be conducted using the B2B batch scripts and UBE data ranges provided by GATS. These scripts must be run as delivered by J.D. Edwards with no modifications. J.D. Edwards may provide, at its sole discretion, revised scripts if necessary.

· The test must be conducted only using the J.D. Edwards production software as delivered with no modifications. Any updates (i.e. patches and bug fixes) must be obtained from J.D. Edwards and be documented. Updates used must be available for general release within 90 days.

· Test results must be repeatable to within 5% at the highest successful user count’s average response time (interactive) or transaction rate (batch).

· For interactive tests, the test must complete (all users reach the Logoff/Rendezvous point) within 70 minutes of script launch and no sooner than 50 minutes of script launch. Script launch is defined as once all users have been released from the Logon/Rendezvous point.

· For interactive tests, the script failure rate must not exceed 2.5%. If desired, 2.5% additional users may be started so that the user count equals or exceeds the target level.

· Final test results will need to be reviewed by Global Advanced Technology Services for verification of compliance. System configuration files, database configuration files, OneWorld® configuration files and Rational timing logs must be turned over to GATS as part of this review.

· A press release may be issued by either party upon verification of compliance by GATS  to the above requirements. All press releases must specify the OneWorld® version, OS name and version, certified number of users (or transaction rate), database name and version.

· All parties are allowed to distribute the documents.

Appendix C: J.D. Edwards Standard Benchmark Methodology

The OneWorld Configurable Network Computing environment provides maximum flexibility to move data and logic among clients and servers. This test evaluated OneWorld version Xe SP14.1 WEBP in an HTML environment.

The typical business enterprise operates in a mixed load environment. To better simulate real world conditions, this test ran concurrent users in the following application mix: Manufacturing (25%), Distribution (50%) and Financial (25%).

The test used the J. D. Edwards standard set series of three scripts to represent the type of load a typical OneWorld user would generate. Each user script ran approximately one hour, including think time.

Scripts were developed in cooperation with J. D. Edwards' application experts using the knowledge gained from consultants, Conference Room Pilots (CRPs), and go-live experiences in real world situations.

The basic steps in our scripting methodology are:

1. Define position descriptions that describe typical users in each industry area.

2. Define which programs those positions use most.

3. Create program scripts using the appropriate scripting tool for the test.

4. Run scripts according to project requirements.

In order to facilitate the completion of these steps, the following process was used in developing scripts and test plans.

Scripts are categorized according to the vertical applications they represent:

· Financials

· Distribution

· Manufacturing

For each vertical, we determined:

· The characteristics of a typical user of that application: who they are, what their job description is, and how they might use OneWorld on the job to accomplish their objectives.

· Primary applications most used by these users.

· Representative multiple applications for a full industry process. For example, in a recent virtual Financials test, we provided scripts for Standard Voucher Entry, Supplier Ledger Inquiry, Standard Receipts Entry, Journal Entry, and Trial Balance/Ledger Comparison.

For each script, we defined:

· Keystrokes followed in executing transactions. Our application experts take advantage of observation, research, and considerable industry knowledge to define the typical usage by a person performing the job tasks identified.

· Think times, or the times an actual user might pause between keystrokes. These times have to be calculated when virtual client testing is used in order to simulate real world user activity. Think times are discussed in detail in the next section.

· Typical processing options have values, which are generally set once by businesses when they first install the software. These options are constants that are used throughout a suite of OneWorld applications - for example, General Accounting Constants or Next Numbers.

· Any assumptions made, such as multi-currency settings.

· Application-specific setup and constants, such as automatic accounting instructions.

Determining Pace

Pacing refers to the rate of the script as it runs through a test. A test script typically includes multiple concatenated program scripts, representing programs in each of the vertical areas of Finance, Distribution, and Manufacturing.

Pacing is determined per program subset script using basic estimates of the time it takes a single user to complete one document or transaction within the program being scripted. The pacing spreadsheet then calculates the minimum number of documents that would be generated per script, multiplied by the amount of time a typical user would take, and then adds time for exits to other programs such as Address Book Name Search, if such exits are intrinsic to the script. Using this formula, a basic time is computed for one run of that program script. Some scripts always run multiple times, so an additional calculation is included for the additional runs. Since tests typically run one hour, think time is then added to account for the difference.

Appendix D: Software Improvements

A summary of some major areas where improvements were obtained through the duration of the benchmark follows. These fixes will be included in future releases of IBM and J.D. Edwards products. Please note that customers will not necessarily see improvements to their system since most of these improvements only assist at high throughput levels.
IBM OS/400

· Improved performance of the software encryption algorithm

· Improved performance of the http server

J.D. Edwards

· Improved throughput by caching JDBC statements 

· Reduction in CPU and contention by using more efficient kernel checking

· Reduction in CPU by converting some business functions to Java servlet plug-ins

· Improved response time and less CPU by streamlining the HTML generation process

· Improved response time through the use of asynchronous line item editing and asynchronous business function processing

· Improved performance of message queues

· Reduction in CPU usage by message queues

Appendix E: J.D. Edwards OneWorld(
J.D. Edwards’ OneWorld is a network-centric, object-oriented, multinational software package. It provides customers with the flexibility to quickly adapt business processes to meet market demands, as well as the ability to capitalize on the latest functionality and lower costs offered by emerging technologies. OneWorld, introduced in 1996, provides true distributed object architecture and an advanced business rules engine that transcend traditional client/server technology. 

In the fall of 2000, OneWorld Xe, the latest J.D. Edwards’ enterprise software suite for collaborative commerce, was released. OneWorld Xe provides unmatched quality and power in automating business processes and communication. The cornerstone of unprecedented efficiency, OneWorld Xe provides a flexible architecture, pre-integrated applications and interoperability to enable true collaboration. OneWorld Xe consists of all the OneWorld tools and applications, ActivEra Solutions Accelerator-process modeling and visualization tools, AutoPilot OneWorld Scripting Tool, and OneWorld Extended Process Integration (XPI). With J.D. Edwards’ flexible, component-based solutions, businesses can change their system without programming ™ which means they can better accommodate the needs of customers and partners. 

J.D. Edwards’ OneWorld offers applications that streamline back-office fulfillment tasks ™ supply chain, manufacturing, distribution/logistics, and financials/HR. OneWorld’s unique, network-centric architecture separates business functionality from underlying operating systems, communications and database technologies, enabling organizations to embrace new technologies without rethinking or reengineering existing information flow. OneWorld’s architectural foundation, advanced graphical user interface, integrated toolset and platform neutrality deliver the stability and flexibility necessary to deal with ever-changing business needs.  

Appendix F: IBM iSeries and WebSphere Product Information

The iSeries servers and supporting software offer important advanced capabilities in such key areas as Java, Web serving, Lotus Domino, integration with Windows NT, managed availability, database, and Business Intelligence solutions. The iSeries solution continues to be a strong performer in such growing areas as data warehousing and the Internet. To gain an appreciation of these technologies and of the particular strength of the iSeries server in delivering them, here is a summary of each prime element.

With over 650,000 systems shipped worldwide, the iSeries and AS/400e servers have the highest customer satisfaction index in the industry, as measured by IBM internal studies. Ten major factors contributing to this include:

1. State-of-the-art 64-bit relational database processing

2. Industry leadership to deliver the first server with Silicon on Insulator (SOI) technology

3. Allows the deployment of Java, UNIX ported applications, Windows 2000, Domino-based applications and Linux on a single server

4. Directly (natively) support of different file structures such as PC, UNIX, NetWare, Domino, ASCII, and EBCDIC files

5. Can ship with over 200 processor chips under the covers of a single large system

6. Can have 32 Windows NT servers in a single system while sharing the host systems disk storage, tape, and CD-ROM resources

7. Its object-based design makes it highly virus resistant

8. Has proven it can deliver over 99.9% availability 

9. Operating system can operate for more than one year without ever requiring a re-IPL, in hundreds of customer shops

10. Delivers vector coded indexes for Business Intelligence applications offering up to ten times the improvement in performance

WebSphere Application Server Advanced Edition is a powerful Java based development and deployment environment for e-business applications.

WebSphere Application Server Advanced Edition provides companies with an open, standards-based Web server deployment platform with support for scaling Web sites into security-enhanced, transactional-based e-business application sites, and offers sophisticated tools to simplify distributed, component-based application development.

WebSphere Application Server Advanced Edition greatly simplifies the separation of business applications from underlying system services.
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THIS PUBLICATION IS PROVIDED "AS IS" without warranty of any kind, expressed or implied, including, but not limited to, the implied warranties of merchantability, fitness for a particular purpose, or non-infringement. This publication could include technical inaccuracies or typographical errors. This publication does not make recommendations, implied or actual. It provides guidelines; however, due the wide variety of networking, hardware and software configurations found in OneWorld installations, no guarantees can be made that specific results are achievable in any particular installation. Changes are periodically added to the information herein. These changes will be incorporated in new editions of the publication. J.D. Edwards may make improvements and/or changes at any time to the product(s) and/or the program(s) described in this publication.
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