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International Business Machines Corporation
2345 Grand Avenue


Kansas City, MO  64108

June 7, 2002

Mr. XYZ
Senior Negotiator
Supply Chain Management
XXX
Mailstop:  
Street
City, State

Subject:  IBM Executive Overview for XXX RFI, Number RFI1020151

Dear Mr. XYZ:

Attached is the IBM response for the XXXXXX, Requirements of Storage Area Management Software (SAM), RFI Number,.  IBM thanks you for the opportunity to respond to XXXXXX's requirements for storage management software solutions.  IBM products, training and services outlined in this response offer XXXXXX the best opportunity to achieve your objective of implementing the "best of breed" software solution and achieving comprehensive cost effective management of XXXXXX's heterogeneous data storage environments.  During the RFP phase, IBM's proposed solution will offer XXXXXX the capability of achieving your objective of low cost of total ownership.

IBM is recognized as the leader in data storage innovation.  IBM Storage has pioneered every significant development since IBM invented magnetic disk storage over four decades ago, (1956).  IBM's investment in a leadership in storage technology and market leadership position has resulted in the product solution proposed, the Tivoli Storage Resource Manager (TSRM).     

In addition to being a pioneer in the arena of storage hardware, IBM is a leader in innovative storage management software.  IBM has decades of experience in working with customers to assist in protecting and managing critical data resources.  As hardware capabilities increased (introducing abilities such as the sharing of storage hardware across multiple hosts) customers required that IBM engineer solutions to allow more effective and efficient management of the data as well as all the storage devices in the enterprise.  The development of policy-based and hierarchical storage management tools (DFSMS and DFHSM) allowed the customer to receive the necessary level of data protection at the lowest possible cost and administrative effort.  In addition to lowering costs, new capabilities such as true life-cycle data management were introduced.

The exact same type of evolution has taken place on open, distributed system infrastructures.  IBM has continued on its commitment to providing best of breed products to bring policy-based and hierarchical storage management and disaster recovery management capabilities to open systems (using Tivoli Storage Manager, Tivoli Space Manager and Tivoli Disaster Recovery Manager).  IBM has also addressed new challenges unique to the open systems, such as sharing data between multiple heterogeneous hosts without having to reinvent the security and file-locking infrastructure (Tivoli SANergy).  Also, since data is increasingly being hosted inside of databases (instead of native file systems) IBM has implemented application-centric interfaces that use TSM as a storage manager.  Therefore the concepts of life-cycle data management, capacity management and archiving can now be applied to internal application data.

Now that IBM has brought these advanced SAN exploitation capabilities to your enterprise, we also must continue to enhance our SAN management capabilities.  These capabilities (as largely outlined in the subsequent questions) include the ability to manage all aspects of a SAN infrastructure (SAN network components, storage devices, secure data access management).  These capabilities will be included in modules of Tivoli Storage Resource Manager (TSRM).  TSRM will allow XXXXXX to manage their storage network resources at higher and higher levels to meet all possible requirements.  For example, TSRM will allow capacity management of storage, which includes disciplines such as free space monitoring, capacity projection, and space management.  Likewise, the disciplines of Asset Management, Performance Management, Event Management and Availability Management will have the appropriate sub-modules that will merge to form a task-oriented management suite.  This will allow more efficient and effective management of each discipline.

TSRM’s future roadmap includes the plans to further enhance management capabilities by allowing high-level management software to begin to tie together the information held in each of the SAN management disciplines.  For example, Tivoli Business Systems Manager allows many disparate type of assets or processes to be logically tied together so the true impact of a IT resource outage can be quantified in terms of the business value.  In other words, questions like “Which of my customers is being severely impacted by a current outage of this network component” is answered by TBSM.  Other higher level managers, such as the upcoming Tivoli Service Level Agreement Manager (allows you to define and monitor SLA achievement and project potential SLA infractions) will be able to accept information from TSRM to provide the desired view at many levels and of many perspectives.

It is critical when comparing individual implementations of any emerging technology that the dedication of individual vendors to enhancing the industry as a whole is understood.  IBM has been an aggressive supporter of the definition and implementation of truly open standards in storage and SAN management.  An example of this dedication can be found in our recent support of the donation of the “Bluefin” multi-vendor storage management specification and supporting software to the Storage Networking Industry Association (SNIA).  This specification and software is not only based upon existing standards, but is also intended as an extension of existing standards that belong to all industry participants, not just a single vendor.  See http://www.tivoli.com/news/press/pressreleases/en/2002/0522-snia.html for more details.  The Bluefin specifications are highly critical in understanding the current and future states of products that support and rely upon the adoption of open standards.  By both supporting the adoption of open standards by all vendors as well as focusing development of management software to manage using those standards, the greatest and most robust set of supported devices and features will arise in the shortest period of time.

Tivoli Storage Resource Manager (TSRM) is currently an unannounced product, scheduled for general availability, 3Q2002.  The response information provided in this RFI reflects functions and capabilities scheduled for the first release, 3Q2002, unless otherwise noted.  Features and functions planned to be available in subsequent product releases are noted in the response.  It is very important to note that IBM product plans are subject to change.  However XXXXXX's anticipated time line matches IBM’s TSRM road map schedules.  We anticipate being able to nominate XXXXXX for participation in a beta program for the TSRM software, after the RFP process.  Due to the sensitivity of an unannounced IBM product solution being proposed, strict adherence to confidentially as outlined in the XXXXXX / IBM Confidentiality Agreement is requested.

In summary, selecting IBM as your primary Storage Area Management Solution provider offers XXXXXX a number of significant business advantages:

XXXXXX and IBM's relationship continues to grow and expand with both companies being suppliers and customers of each other.  As a customer of XXXXXX, IBM is in the Top Five National Account List with signed agreements for a minimum of 45,000 IBM subscribers.  IBM and XXXXXX have jointly identified many areas for strategic partnerships and for joint go-to-market opportunities that focus on Enterprise Customers.  As a customer of IBM, XXXXXX currently has installed approximately 260TBs of IBM Storage Products and the install base continues to grow.  These IBM storage products are mainly comprised of Enterprise Storage Servers (ESSs) and the 7133 SSA disk subsystems.  IBM tape storage products are also prevalent throughout the XXXXXX enterprise along with Tivoli Storage Manager (TSM) software used to provide critical data protection and disaster recovery capabilities. The mission critical CDR Archive, MKIS, Bill Image/Spice, SONET, and EBI (Financial ReEngineering) Systems at XXXXXX are IBM disk, tape and software managed production systems.  Extending the software management of these systems and XXXXXX's heterogeneous disk subsystem environments with Tivoli Storage Resource Manager (TSRM) is a natural progression.

Finally, to complement IBM's strong Tivoli Storage Resource Manager (TSRM) proposed solution, IBM has in place a dedicated team of people assigned to XXXXXX.  This dedicated team's goal is to ensure XXXXXX's success in installing, implementing, and obtaining the value you expect from IBM products, people and services.  This team not only has many years of experience in the I/T field but also many years of experience in working directly with XXXXXX in solving business problems.  This team strongly believes IBM can offer XXXXXX the "best of breed" solution -- leading edge, quality products coupled with IBM's long standing capabilities for service and support -- at very competitive prices.  No other vendor / partner can offer the breadth of capability and support that IBM is able to deliver.

Please contact Mike Schard, (816) 881-5822 or Dan Thompson, (512) 695-1085 with any questions or assistance regarding this response.  IBM looks forward to working closely with XXXXXX on this opportunity.

Sincerely,

XXXXXX

Requirements of Storage Area Management Software (SAM)

Request for Information
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Preface
The information in this proposal shall not be disclosed outside the XXXXXX organization and shall not be duplicated, used or disclosed in whole or in part for any purpose other than to evaluate the proposal, provided that if a contract is awarded to IBM as a result of or in connection with the submission of this proposal, XXX shall have the right to duplicate, use or disclose the information to the extent provided in the contract.  This restriction does not limit the right of XXX to use information contained in the proposal if it is obtained from another source without restriction.  

IBM's products and services are proposed under the terms of the IBM Customer Agreement.  

Requirements of Storage Area Management Software (SAM)

1.  Architecture

a. Please explain the architecture.  Include, if appropriate:

i. Diagrams of client/server architecture.

Please see Appendix C – Architecture Diagram for an example diagram of TSRM.

ii. Explanation of all necessary software components.

TSRM is designed using components with an extremely high level of acceptance in the computing industry.  By utilizing components with such a high level of acceptance, problems such as component obsolescence and excessive personnel training are reduced dramatically.

The main components of a TSRM implementation are:

· IBM Websphere Application server and Tomcat Servlet engine:  The IBM Websphere Application server and Tomcat Servlet engine are two of the most widely accepted and utilized technologies in the Intranet and for e-business. By the use of a industry standard web server and Java application servers, powerful and secure applications can be built without having to be concerned with many administrative tasks such as client interface distribution, having multiple versions of a single piece of agent code in the infrastructure, creating a proprietary security model, etc.  The core TSRM server is run as a Java application within the Websphere Application Server and is accessed using any Java-enable Web browser.

· DB/2: The backend database of both the TSRM product and the Tivoli Data Warehouse (used to store historical information) is IBM’s enterprise class database management system, DB/2.

· Other: Other industry standard interfaced are utilized throughout the architecture.  This includes: TCP/IP for communication between the TSRM server and its agents; FCP for in-band communication and; SNMP and TEC to interface TSRM with Systems Management infrastructures.

iii. Database used or available for use in the solution.

TSRM uses DB2 as the underlying database.

iv. Communications/authentication/data exchange protocols used (HTTP, TCP/IP, SSL, Kerberos, XML, SQL, etc).

Various communications methods are used between the components of TSRM.  For example, XML is used to transfer formatted data, TCP/IP is used for out-band SAN processing; FCP is used for in-band SAN processing and SQL/RPC used for communication to the Data Warehouse.  All in all, the entire list is: HTTP, TCP/IP, SSL, XML, SQL, SOAP, and FCP

v. Language in which the software is coded.

Primarily C++, Java and Perl.

vi. Virtualization provided by the solution.

TSRM does not natively provide storage virtualization functionality.  However, TSRM integrates with another future IBM product (StorageTank due Q3/02) that provides a true heterogeneous file-system that safely allows storage management processes (ex. backup/recovery, migration and data relocation without having to stop client access) to be accomplished via the SAN (server-less).  TSRM provides the policy-based data management engine to StorageTank, thus using both together enhances their functionality.  Please note that the different capabilities of StorageTank will be released in phases and all features will not be available at first release.

2.  OS compatibility

b. Is the server software able to run natively on Solaris 2.6, 7, 8, Windows NT 4.0 server (all flavors), and W2K server (all flavors)?

The initial release of Tivoli Storage Resource Manager server will run on Windows 2000 Server.

Does the software support other OSs not mentioned?

Future releases are planned to support AIX 4.3.3 and 5.1.

c. Is the software accessible remotely from Windows NT and W2K desktop machines?

Yes, the TSRM UI is planned to have a web-based interface that provides the ability to perform administrative operations (e.g. configuration and policy definitions) from a Java-enabled Web browser.

Is client side software necessary to provide this functionality?

Yes, a Central management console user interface (UI) presents information such as, Real-time status, and Topographical display of the TSRM managed environment.

d. Are agents available for Solaris 2.6, 7, 8; NT 4.0, W2K, HP-UX, AIX, Linux (minimum of Redhat 7.0.7.2), and OS/390?

The initial release of Tivoli Storage Resource Manager agents will run on Windows NT/ 2000, AIX 4.3.3 and 5.1 and Solaris 8.

Future releases are planned to support Solaris 2.6, HP-UX 11, 11i, Linux (i386) Redhat, SuSE, and Turbo 7.2

Does the software support other OSs not mentioned?

See response above.

3.  Discovery capabilities

e. Can the software discover all of the hardware that is currently installed within XXX as detailed below?

Yes, see answers below.

Is there other supported hardware not mentioned below?

Because Tivoli Resource Manager is designed to ANSI standards, the level of function is directly related to the level of ANSI standards compliance in your SAN fabric. The following URL displays a list of Storage Area Network (SAN) components commonly found in enterprise SANs including switches, disk subsystems, tape subsystems, host bus adapters (HBAs), bridges, routers, gateways, and hubs. http://www.tivoli.com/support/san/tsnm_devices.html
This is a list of devices tested by IBM/Tivoli and other vendors, if there are other device that meet the ANSI standards they may work they just haven’t been tested.

For your convenience, the current contents of the web page have been included as Appendix D – Supported Device List.

i. Switches: Connectrix, Brocade, Qlogic, McData, InRange

Yes to all of above, see web page or Appendix D – Supported Device List for more detail.

ii. Arrays: HDS (5800, 7700, 9200, 99X0), EMC Symmetrix (all versions), Clarrion, IBM (ESS), and HP (xp512).

Yes, we can discover the disk subsystem listed above, see web page Appendix D – Supported Device List for more detail.

iii. Servers from Dell, Compaq, HP, Sun, and IBM, running the operating systems listed in 1c.

Yes, TSRM can discover the servers listed, but for advanced SAN management the agent is required and is only supported on the OS’s list for answer 2c, in the initial release of Tivoli Storage Resource Manager agents will run on Windows NT/ 2000, AIX 4.3.3 and 5.1 and Solaris 8.

iv. Bridges (FC to SCSI): Crossroads and PathLight

Yes, see web page or Appendix D – Supported Device List for more detail.

v. Tape Libraries: Storagetek, ADIC, Spectrlogic (Gator).

Yes, we can discover the Tape Libraries listed above.  See web page or Appendix D – Supported Device List for more detail.

vi. Stand Alone NAS devices: Network Appliance Filer840 and EMC IP4700

 Yes.  (Discovery and launch capabilities can be provided by the integrated NetView IP network manager.)

vii. NAS Heads: EMC Celerra, HDS, Network Appliance

 No.  (Automated discovery of NAS is provided for NAS servers that implement fiber channel standards requirements for platforms described in FC-MI.  But, we have not tested with these products nor have we pursued FC-MI compliance with these products.)

f. Is the software able to do both in-band and out-of-band discovery?  In-band discovery takes place through the FC SAN fabric.  Out-of-band discovery takes place over Ethernet TCP/IP using SNMP in case the fabric is down or the hardware does not support in-band management.

Yes, TSRM can do both in-band and out-of- band discovery.

g. Does the output of the fabric discovery/scan produce:

i. A pictorial layout of the fabric topology, which includes storage, switches, servers, bridges, tape libraries, and connection paths?

Yes, the fabric topology can be viewed from the integrated Netview console.  All of the detected SAN components are displayed, including paths.

ii. A pictorial layout that is intuitive, customizable to each user, and each user’s preference are savable?

Yes, the topology display is implemented one of the most widely used network management interfaces in the world, Netview.  The interface is intuitive and configurable.  

In early revisions, TSRM will have only rudimentary user definition and management capabilities.  Users can be defined as having the authority to just view or run reports or to be able to actually perform operator or administrator tasks.  There will be little configuration data available to be saved until the user management functionality is enhanced.

iii. Accurate documentation of each piece of hardware within the SAN (i.e. switch documentation would include: manufacture, model, firmware, ports, GBIC type, WWN of ports, WWN of devices logged on to each port, port type, etc)?

Yes, depending on the individual vendors SNMP MIB, FC MIB and adherence to SAN management standards.

h. If the software cannot discover or accurately document a piece of hardware natively can the software be configured for the discovery or can accurate documentation be added to the hardware?

Yes, if a device shows up in the topology view as unknown it’s identification can be manually entered.

i. Can the software discover the hardware in multiple SAN fabrics and in geographically dispersed SAN ‘islands’ from a single console/server?

Yes, if configured to do so.

j. Does the software correctly identify high availability cluster configurations from Veritas, Sun, Microsoft, IBM, and HP?

 Although the individual nodes that make up the server and their SAN connectivity will be detected and identified by TSRM, it will not be “cluster aware” in the early revisions of the product.

4.  Management capabilities

k. Is the software able to manage/configure all hardware in the SAN from the same GUI as detailed below?

i. Switches: 

1. Configure all types of zoning (name server, broadcast, etc).

Currently Brocade does not support the GS-3 standard for presenting zoning information. At some point Brocade and SRM will support the GS-4 standard. Until that point the zoning information will be gathered using a specialized scanner and the Brocade API. The release 1 plan is to integrate with the Brocade API to view zone information.  A future objective is to use the Brocade API to control zoning.

The level of support for other (non-Brocade) switches will depend upon their adherence to either the GS-3 (or GS-4 in the future) or the current Brocade zoning API.

2. Configure zones across multiple switches.

See answer for question 1.

3. Configure zone across multiple switches from multiple vendors.

4. This is not possible today and requires all switch vendors adopt FC-SW-3, which is still a draft standard.  Perform firmware upgrades.

Yes, via launch of switch element manager.

5. Perform troubleshooting.

Yes.  Via ED/FI function in release 1.2 and launch of switch element manager.   The ED/FI (Error Detection/Fault Isolation) functions to be released in v1.2 will be an enhancement over just gathering and storing SAN component MIB information.  These ED/FI functions will intelligently process the data in order to detect the root cause of problems, in as autonomic a fashion as possible.

6. Examine and configure fabric routing.

This is not currently in plan for initial revisions of TSRM.  However, TSRM will support the Brocade API, which provides this functionality.

7. Examine and configure ISL’s (trunking, E vs. B port, etc).

Trunking topology is shown on TSRM graphical views.

8. View port statistics (utilization, errors, etc).

Yes.  Via ED/FI functions in release 1.2.

ii. Arrays:

1. Configure RAID groups.

Possible, but not in current plan.  The industry is moving towards the adoption of the Bluefin SAN Management standards.  TSRM will adhere to this standard in early revisions.  As SAN hardware begins to adhere to these standards, more hardware will be able to have its RAID groups defined using the TSRM interface.

2. Configure LUNs.

Yes.  We intend to support with the IBM ESS in release 1.2.  The support for other devices will be dependant upon their adoption of the Bluefin standards.

3. Bind LUNs to front-end FC ports.

Yes.  We intend to support with the IBM ESS in release 1.2.  The support for other devices will be dependant upon their adoption of the Bluefin standards.

4. Perform LUN security configuration (LUN masking).

Yes – see answer #3.

5. Perform firmware upgrades.

Yes, via launch of array element manager.

6. Perform troubleshooting.

Yes, via ED/FI function in release 1.2 and via launch of array element manager.

7. View port, disk, backplane, and cache statistics.

Yes, via ED/FI function in release 1.2 and via launch of array element manager.

8. Control advanced functions (snap shots, synchronization).

Initially, these functions will not be part of TSRM, but rather implemented in modules of the current product lines ( for example, Tivoli Storage Manager for Hardware supports Flashcopy and Timefinder exploitation).  Wider support of generalized capabilities will be dependant upon the adoption of open standards for these functions by hardware vendors.

iii. Servers:

1. Perform HBA firmware upgrades.

Yes, via launch of HBA element manager.

2. Perform static LUN binding.

Yes – for Shark in release 1.2.  Other devices TBD (see array capabilities above).

3. Perform HBA driver updates.

Yes, via launch of HBA element manager.

iv. Bridges:

1. Perform firmware upgrades.

Yes, via launch of  element manager.

2. Configure tape drive to FC path binding and masking.

Not currently in plan for an integrated TSRM screen to provide this functionality. These functions can be accomplished using element managers of the different SAN components.

v. Tape Libraries:

1. Tight integration with backup software (Legato and Veritas) to configure and control tape libraries.

No, early versions of TSRM will only be integrated with Tivoli Storage Manager.  Tighter integration with Non-IBM backup/recovery software will be done in future versions, as dictated by the prioritization given by our customers.  The tight partnership between IBM and XXX will allow any requirements deemed important to be communicated in the most effective manner.

2. Management of shared tape libraries.

Yes, to some extent.  SAN-attached tape libraries will be protected by the capabilities of TSRM to monitor and report upon SAN components.  Management of the internal state of a tape library (available drives, media, etc.) will primarily remain under the control of backup/recovery software such as TSM.  See the previous answer for details about TSRM’s integration with non-IBM backup/recovery software.

vi. Stand Alone NAS

1. Administration of file systems.

Yes, via launch of the NAS element manager.  Launch is possible via discovery and launch capabilities provided by the integrated NetView IP network manager.  Some manual set-up is required.

2. Administration of ACLs, users, and groups.

Yes, via launch of the NAS element manager.  (See #1 above.)

vii. NAS heads

1. Administration of file systems.

Yes, via launch of the NAS element manager.  (Automated discovery of NAS and launch capability is provided for NAS servers that implement fiber channel standards requirements for platforms described in FC-MI.)

2. Administration of ACLs, user, and groups.

Yes, via launch of the NAS element manager.  

l. If the software cannot manage the hardware directly can it launch the hardware’s management interface (telnet, HTTP, ECC, Hi Command, etc)?

Yes, for the ESS and the FastT in the initial release. In future releases we are planning to add support to launch other disk subsystem utilities and add more functionality.

m. Can the software manage and configure the hardware in multiple SAN fabrics and geographically dispersed SAN ‘islands’ from a single console/server.

TSRM’s capabilities can be utilized in dispersed and non-connected SAN ‘islands’ if it is configured so that it sees each of them. 

n. Is the software capable of managing or integrating tightly with backup software from Legato and Veritas?  Other backup software not mentioned?

o. No, early versions of TSRM will only be integrated with Tivoli Storage Manager.  Tighter integration with Non-IBM backup/recovery software will be done in future versions, as dictated by the prioritization given by our customers.  The tight partnership between IBM and XXX will allow any requirements deemed important to be communicated in the most effective manner.Is the software capable of managing or integrating tightly with synchronization and replication software from Veritas, HDS, EMC and IBM?  Other replication/synchronization software not listed?

No, initial versions of TSRM will not attempt to integrate with or control hardware or software based functions such as replication or synchronization.  As any such capabilities are integrated with existing or new open standards and TSRM implements these standards, more and more advanced capabilities will be adopted.

p. Is the software capable of managing or integrating tightly with DMP  (dynamic multipathing) and load balancing software from EMC, HDS, and Veritas?  Other DMP software not mentioned?

q. No, initial versions of TSRM will not attempt to integrate with or control hardware or software based functions such as DMP or Load Balancing software.  As any such capabilities are integrated with existing or new open standards and TSRM implements these standards, more and more advanced capabilities will be adopted.Can the software provide with SAN implementation and design assistance (ex. I’m adding another switch so I need x number of ISL’s and this is where the switches and ISLs will be best placed)?

Initial versions of TSRM will not have dedicated screens for the specific assistance in modifying or designing a SAN.  However, predefined reports for capacity planning and performance trending will be available.  Also, the relevant information will also be stored in the TSRM or Tivoli Data Warehouse databases and can be extracted for this purpose.

r. Can the software correctly manage the SAN environment in relationship to high availability cluster solutions from Sun, Veritas, IBM, Microsoft, and HP?

Initial versions of TSRM will not be “cluster aware”.  In other words, all hosts, devices and other components that are linked to or make up the SAN will be visible to TSRM and are protected by our real-time monitoring and other inherent features.  However, TSRM will not equate multiple components as being nodes in a cluster.

5.  User management

s. Can the administrator define user/group accounts within the software?

t. In early revisions, TSRM will have only rudimentary user definition and management capabilities.  Users can be defined, but not user groups.Can varying levels of access/functionality be defined for users/groups?  Is this access control granular enough to control topology views, application access, report generation, etc?

In early revisions, TSRM will have only rudimentary user definition and management capabilities.  Users can be defined as having View or Action level authority (the ability to view the current state or the ability to actually perform operator or administrator tasks, respectively).  More granular control over exact tasks will not occur until later revisions of the software.

u. Is there, at a minimum, password authentication required to log into application?

Yes, TSRM supports secure password authentication.

v. Are user names and passwords sent between remote consoles and the server encrypted?

Yes, TSRM will never send authentication information over the network in the clear.

w. Is all data sent between remote consoles and the server encrypted?

By default, normal data transferred between the TSM server and client is not encrypted.  If desired, normal techniques to encrypt specific TCP/IP activity can be done, but this is accomplished outside of TSRM.  Please note that in-band (on the SAN) data is not normally encrypted or validated by such techniques as reverse LUN validation.  However the industry, in general, is aware of this exposure and will take appropriate action as the now-rudimentary threats become more real.

x. Does the solution integrate with Windows domains for user/group definitions and authentication?

No.

y. Does the solution have the ability to integrate with existing directories (LDAP or X.500) for user/group definitions?

No.

6.  Reporting/Logging capabilities

Do all of the following reporting/logging capabilities exist within the solution?

NOTE: The information detailed in all sections of question 6 occupies a spectrum from very rudimentary data to highly detailed and technical information.  TSRM will gather all available information utilizing a wide variety of standard SNMP or Fibre Channel management techniques. This information will be stored in the TSRM database and, if configured correctly, the Tivoli Data Warehouse.  TSRM includes many predefined reports that cover moderately technical topics (ex. Capacity Planning of storage, including RAID arrays), however those reports will not contain some of the more technical information, such as RAID array cache utilization, over time.  However, if that information is included in the SNMP or Fibre Channel queries, it will be available for custom reporting.

IBM wished to be able to be absolutely specific which of these pieces of information would be gathered, would be part of a predefined report, would require a custom report or would not be available using current data gathering techniques.  However, both the time frame of the RFI period as well as the fact that many key personnel were unavailable due to attendance at a customer event prevented us from being as detailed as we hoped.  Hopefully, the information provided here will be sufficient for preliminary RFI evaluation.  If the more detailed information is required in the future, we hope XXX will allow us the right to research and respond more appropriately.

z. Arrays:

i. Capacity installed, used, and available.

 Yes, information on the capacity of disk storage, including RAID arrays, will be available from TSRM.

ii. Capacity expansion available.

Yes, information on the capacity of disk storage, including RAID arrays, will be available from TSRM.  TSRM will most likely not be able to monitor the potential occupancy of a RAID enclosure vs. its current occupancy (in other words, TSRM will not know if 15 of 45 disk slots are filled).

iii. Disk usage trending.

Yes, rudimentary information on the disk usage trending will be available from predefined reports.

iv. Read/write response time.

Uncertain (please see introductory note for question #6).  If this information is available in the TSRM or Data Warehouse databases, a custom report can be generated to track this information.

v. Cache usage.

Uncertain (please see introductory note for question #6).  If this information is available in the TSRM or Data Warehouse databases, a custom report can be generated to track this information.

vi. Disk utilization.

Yes, information on the disk usage trending will be available from predefined reports.  However, there may be very detailed disk utilization information (ex. Does a specific HDD in an enclosure have available space, is a specific HDD reaching its maximum expected throughput) that will only be available from the appropriate element manager or not available currently.

vii. FC port utilization.

Information on the connectivity of RAID arrays will be available via TSRM.  It is uncertain if that information will include the maximum potential throughput of each port and how much of that is utilized throughout a day’s activity.

viii. Configuration (RAID groups, LUNs, firmware, etc).

Information of the configuration of RAID groups, LUNs, firmware levels, etc. will be available via the element manager of the RAID enclosure.  It is uncertain at this time if that information will be available in the data repositories for reporting.

ix. Errors.

It is uncertain if the information on ongoing recoverable errors will be reported to and stored by TSRM.  If this information is reported by the device, the information will be stored and available for report generation.

aa. Switches:

i. Ports installed, used, and available.

Yes, information on the number of ports available and used will be available from TSRM.

ii. Port expansion available.

Yes, information on the number of ports that can still be added to a switch will be available from TSRM.

iii. Port utilization and throughput (average, point-in-time, trending, time frame, etc).

It is uncertain at this time if the utilization and trending of each port will be available from TSRM in predefined reports.  It should be available in the form of a custom report.

iv. Configuration (firmware level, zoning, routing, etc).

Information of the configuration of ports, zones, firmware levels, etc. will be available via the element manager of the switch itself.  It is uncertain at this time if that information will be available in the data repositories for reporting.

v. Port types.

Information on the type of ports will be available from TSRM.

vi. Backplane utilization.

It is uncertain at this time if the utilization of the switch backplane will be available from TSRM reports or even if it will be gathered and stored.

vii. Errors.

It is uncertain if the information on ongoing errors will be reported to and stored by TSRM.  If this information is reported by the device, the information will be stored and available for report generation

viii. Cost per connection.

No current predefined report correlates information using a cost-per-connection formula.  Custom reports based upon information in the data repositories can meet this need

ix. ISL statistics (like normal F port but for E ports).

Predefined TSRM reports should report statistics for all ports in a switch.  It may be necessary to customize a report to identify just ISLs.

ab. Servers:

i. HBA firmware level.

This information should be available from TSRM assuming the HBA is fully supported.

ii. HBA driver level.

This information should be available from TSRM assuming the HBA is fully supported.

iii. Operating system version and patch level.

This information should be available from TSRM.

iv. Applications being hosted.

At the initial version, TSRM will not track specific applications running on SAN-attached hosts.

v. LUNs using.

At the initial version, TSRM will not track specific applications nor report which LUNs contain data for an application.

vi. Percentage of LUN utilized with file system.

This information will be available from TSRM.

vii. Percentage of file system utilized.

This information will be available from TSRM.

viii. Trending of points vi and vii.

TSRM reports will track and trend information on free and utilized space per LUN or file system.

ac. Bridges:

i. SCSI channel utilization and throughput.

It is unlikely that initial versions of TSRM will track or report upon this information.

ii. FC port utilization and throughput. 

It is unlikely that initial versions of TSRM will track or report upon this information from the SCSI bridge.  This information should be available on the connection port on a switch or managed hub.

iii. Configuration.

The information on the internal configuration of a FC-SCSI bridge will be available from its element manager or administrative console.  It is not likely to be tracked within TSRM in initial versions.

iv. SCSI channels installed, available, used, expansion space.

The information on the internal configuration of a FC-SCSI bridge will be available from its element manager or administrative console.  It is not likely to be tracked within TSRM in initial versions.

v. FC ports installed, available, used, expansion room.

The information on the internal configuration of a FC-SCSI bridge will be available from its element manager or administrative console.  It is not likely to be tracked within TSRM in initial versions.

ad. Tape Libraries:

i. Drives installed, available, used, expansion room.

The information on the internal configuration of a Tape Library is unlikely to be tracked internally with TSRM.  This information should be available from within the library controller or backup/recovery software.  

ii. Drive optimization (when are drives being used and how many).

The information on the internal configuration and utilization of a Tape Library is unlikely to be tracked internally with TSRM.  This information should be available from within the library controller or backup/recovery software.  

iii. Drive utilization (when in use how much spinning is occurring).

The information on the internal configuration and utilization of a Tape Library is unlikely to be tracked internally with TSRM.  This information should be available from within the library controller or backup/recovery software and should include information on how often a tape has an active mount, etc.

iv. Drive throughput.

The information on the internal configuration and utilization of a Tape Library is unlikely to be tracked internally with TSRM.  This information should be available from within the library controller or backup/recovery software.  The actual throughput of a specific tape drive may have to be extrapolated by the overall performance of backups or restores which used it.

v. Number of hosts using drive.

The information on the internal configuration and utilization of a Tape Library is unlikely to be tracked internally with TSRM.  This information should be available from within the library controller or backup/recovery software.

vi. When are hosts using the drive (time, date, amount of data written, tape written to)?

The information on the internal configuration and utilization of a Tape Library is unlikely to be tracked internally with TSRM.  This information should be available from within the library controller or backup/recovery software.

ae. Stand alone NAS

i. Amount of storage installed.

This information will be available from TSRM.

ii. Amount of storage assigned and available.

This information will be available from TSRM.

iii. Amount of FS used.

This information will be available from the NAS element manager.  It is uncertain whether the initial version of TSRM will track information at the file system level.

iv. Number of FSs.

This information will be available from the NAS element manager.  It is uncertain whether the initial version of TSRM will track information at the file system level.

v. Type of FSs.

This information will be available from the NAS element manager.  It is uncertain whether the initial version of TSRM will track information at the file system level.

vi. User statistics and trends.

This information may be available from the NAS element manager or native management software.  It is unlikely that the initial version of TSRM will track information at user level.

vii. Throughput statistics and trends.

This information will be available from TSRM.

viii. Storage utilization trending.

This information will be available from TSRM.

af. NAS heads

i. Amount of storage assigned and available.

This information will be available from TSRM.

ii. Amount of FS used.

This information will be available from the NAS element native management software.   It is uncertain whether the initial version of TSRM will track information at the file system level.

iii. Number of FSs.

This information will be available from the NAS element native management software.  It is uncertain whether the initial version of TSRM will track information at the file system level.

iv. Type of FSs.

This information will be available from the NAS element manager or native management software.  It is uncertain whether the initial version of TSRM will track information at the file system level.

v. Users statistics and trends.

This information may be available from the NAS element manager or native management software.  It is unlikely that the initial version of TSRM will track information at user level.

vi. Throughput statistics and trends.

This information will be available from TSRM.

vii. Storage utilization trending.

This information will be available from TSRM.

viii. Locations from which storage is being acquired.

This information will be available from TSRM.

ag. Backups and Restores

i. Backup schedules.

This information will be available from either TSRM or TSM reports, if TSM is utilized for backup/recovery.  If not, the information will need to be acquired from the non-IBM backup software.

ii. Performed backups (host, type, date, GB written, completion status, files backed up, files skipped).

This information will be available from either TSRM or TSM reports, if TSM is utilized for backup/recovery.  If not, the information will need to be acquired from the non-IBM backup software.

iii. Number of hosts who’s backup completed outside the backup window.

This information will be available from either TSRM or TSM reports, if TSM is utilized for backup/recovery.  If not, the information will need to be acquired from the non-IBM backup software.

iv. Performed restores (host, date, what, status, GB, tape onsite or offsite).

This information will be available from either TSRM or TSM reports, if TSM is utilized for backup/recovery.  If not, the information will need to be acquired from the non-IBM backup software.

v. Master server statistics (# of jobs, # failed jobs, total jobs, % success, % failure, total GB).

This information will be available from either TSRM or TSM reports, if TSM is utilized for backup/recovery.  If not, the information will need to be acquired from the non-IBM backup software.

ah. Application/customer specific reporting capabilities.

TSRM will have the ability to create generic report but will also give the use the ability to create custom reports.

ai. A method of archiving report data for historical reference/trend analysis should be present.

Tivoli® Enterprise Data Warehouse is a new  technology that provides the backbone repository for all historical systems management data and the basis for all Tivoli reporting solutions. TSRM will provide steps for extracting, transforming and loading (ETL) the Data Warehouse.

aj. The data repository from which the reports are drawn should be a standard format (i.e. relational database) so that third party reporting tools (i.e. Crystal Reports) can be used to generate custom reports.

TSRM uses Tivoli Data Warehouse. Tivoli Warehouse is the centralized data store where historical data from all management applications is aggregated and correlated for use by: Reporting and 3rd party OLAP tools, such as Crystal Reports, Planning, trending, analysis, accounting, and data mining tools.

ak. Logging of changes that take place in the storage environment and which administrator made those changes.

Logging of updates using TSRM will be logged by user.

7.  Monitoring and Alerting

al. Does the software constantly monitor the status of the SAN through a configurable polling interval?

Yes, the user can define an interval so that each agent polls the SAN on that interval and the user can manually poll the SAN.

am. Can polling/rediscovery of the storage environment be forced by an administrator?

Yes, the administrator can manually poll or rediscover their SAN environment.

an. Does monitoring include hardware status (temp, power, etc), resource utilization (port throughput), fabric status (paths or ports going on or offline), and array status (all ports available, controls online, etc)?

  This capability is device dependent.  Most devices will send SNMP traps for many of the above conditions.  If so, TSRM will surface these events to the user.  TSRM will track the current state of links within a SAN and generate alerts as desired.

ao. Does the solution provide identification of I/O bottlenecks with manual and automatic resolutions available?

This is a planned item for a future release of TSRM.

ap. When undesirable conditions (an undesirable condition should be configurable/definable) within the SAN are reported does the software generate alerts?

Yes, alerts are generated and can be forwarded as SNMP traps to SNMP managers or Tivoli Enterprise Console (TEC) events.

aq. Are Alerts of varying levels, with each level of alert having a different, configurable, course of action?

 Yes, this is possible for SNMP traps from any device.  This function is included as part of the NetView event handling.  Complete filtering capabilities are provided, including by severity, and actions can be defined for any positive filter result.

ar. Can alerts be generated in the form of SNMP traps, e-mails, or pages?

Yes.  Any action can be programmed for any trap, including email and page.

.

as. Can the software automatically perform all of the following courses of action: simple logging, pictorial changes at the GUI, paging defined points of contact, running a script?

TSRM can be configured to accomplish all of these tasks, as required.

at. Can the software push data to higher-level frameworks (Tivoli, SMS, etc)?

Yes, TSRM can send SNMP traps and TEC events.  Future versions of TSRM will also be able to roll up information to specialized higher leverl managers, such as Tivoli Business Systems Manager.

au. Do the alerting and monitor tools assist in trouble shooting and root cause analysis?

Yes and future versions of TSRM will include intelligent Error Detection and Fault Isolation logic to automatically deduce the true root cause out of a flood of errors.

8.  Operations 

av. Is the user interface is intuitive and easy to use/learn?

Yes, one of Tivoli’s objectives is easy of usability and TSRM will follow that objective.

aw. Does the system track changes to SAN nodes (host, switch, array, etc)?

Yes.

ax. Does the system track changes by user, date, time, etc?

Yes, TSRM will log changes made by users and track by users. 

ay. Is there automated detection of configuration change errors?

No, there is no pre-processing or logical checking of activity prior to it being committed, once the user authorizes the task to continue.

az. Is there automated role back functionality (i.e. Roll back to known good configuration as of noon yesterday)?

This could be accomplished with the use of Tivoli Storage Manager (TSM).  Note that this will not automatically change the configuration of the SAN to the prior configuration, it will only restore the TSRM gathered information to a Point-in-time.

ba. Are there reporting capabilities for changes?

TSRM can provide this information via custom reports.

bb. Can configuration changes be requested through the software?

TSRM can initiate some changes to the SAN infrastructure.

9.  Support

bc. Does the solution include installation/configuration support or does the vendor perform installation/configuration?

Yes, one of the objectives of TSRM is to support the Tivoli Install Imperative.   The Tivoli Install Imperative specifies several key goals TSRM will pursue, including: Improve the percentage of 1st time successful installs, upgrades and uninstalls, simplify product install, configuration and product integration, to have consistent install using InstallShield Multiplatform, and to eliminate or automate manual steps.

i. Is installation of software quick and easy?

See answer for 9a.

ii. Is the configuration of software quick and easy?

See answer for 9a.

iii. What level of configuration of SAN hardware does the solution require?

We do not fully understand this question.  TSRM requires certain minimum firmware levels, which is documented on Appendix D – Supported Device List.  TSRM will then support all valid configurations using that hardware.

bd. Does the solution include trouble ticket support via phone and onsite within defined SLAs?

IBM/Tivoli software includes 24x7 software support.  Onsite visits are sometimes authorized if a particularly difficult problem requires it, but this is not the norm nor is it committed to with normal support contracts.  Unusually comprehensive support contracts can be implemented with the appropriate charges.

be. Is there a clear-cut escalation path for tickets?

Yes IBM/Tivoli has a well-documented escalation procedure which is available upon request.  This include the capability to assign the appropriate level of severity to a problem in order to receive the appropriate guaranteed response.

bf. How does the vendor interact with hardware vendors for problem resolution?

Yes, IBM/Tivoli interact with any partner necessary to trace down the root cause of a problem.

bg. Is a web site support available with FAQ’s, known issues, and knowledge base?

Yes, IBM/Tivoli has web-based support which include knowledge-base lookups or problem ticket generation.

10.  Interoperability Lab

bh. Does the vendor have an interoperability lab for testing and certification of hardware/software configurations?

Yes, IBM/Tivoli has several types of interoperability labs, which support different needs.  Obviously, we have development and testing (revision testing, performance testing, etc.) labs and also interface closely with SAN hardware vendors to coordinate complementary interoperability testing and validation.

IBM/Tivoli also has several storage interoperability labs, such as the one based in Gaithersburg, MD.  A news story on these types of sites (as well as our endeavors to work with top-shelf business partners to make many regional SAN testing labs) can be found at http://www.storage.ibm.com/press/san/20000328.htm.  From this article, the current list of large-scale SAN labs is: Montpellier, France, Makuhari, Japan, Gaithersburg, Maryland and Mainz, Germany.
The intent of these large-scale labs is to enable customers to prototype and validate SAN interoperability and capabilities.

bi. If a lab is present, has the vendor tested/certified the configurations currently within XXX?

Most of the components have been tested, but a full end-to-end test of all of the components in any possible combination has not been done.  The intent of the interoperability labs is to allow a near-final configuration (or several potential configurations) to be validated prior to the customer making a final decision.

bj. If the vendor has not tested/certified current XXX configurations are they willing to do so?

Any specific configuration can be validated.  This may entail researching the depth and type of testing already accomplished for any set of components.  If more focused testing is required, the Interoperability Labs can be engaged.

In order to maintain the objectiveness of the interoperability labs, they are implemented by IBM’s services arm IBM Global Services (often collocated with an IGS Business Resumption Center).  Therefore, a full-scale interoperability test is a chargeable service.  These services have been done independently or as part of a larger storage solution.

bk. If a lab is present, as a customer, can XXX utilize the resources within the lab?

Yes, although the exact nature of the testing by XXX personnel will dictate if this is a complementary or billable service.  

11.  Standards Organization Participation

bl. Does the vendor participate in any SAN standards organizations?  If so, which organizations and what is the vendor’s roll in that organization?

Tivoli Storage is very active in all standards organizations, including ANSI T11, ANSI T10, SNIA, IETF, and the DMTF.  Tivoli has provided extensive leadership and standards content for these organizations. 

bm. Do the standards initiatives supported by the vendors coincide with the strategic direction of XXX’s storage, network, SAN, NAS, and server architectures?

Yes, assuming it is safe to infer XXX’s strategic direction from the vendors mentioned in this RFI.

bn. Is the vendor currently a member of SNIA’s Supported Solution Forum?

Yes, IBM is an active member.

12.  Product roadmap

bo. Does the product’s two-year road map indicate that the product will continue to grow and meet XXX’s anticipated needs?

i. Support of completely heterogeneous SANs (one in which any combination of servers, switches, and storage is interconnected).

Yes, IBM/Tivoli believes the best method to ensure the highest level of support it to push for and adhere to open standards of interoperability.  IBM applies many resources to move this effort forward throughout the industry.

ii. Methodology for the adoption of upcoming standards (HBA API, iSCSI, iFCP, FCIP, FC/DWDM, Infiniband, GigE, etc).

Yes, see above answer.

iii. Virtualization functionality provided directly by the software or tight integration with virtualization solutions provided by other vendors.

Yes, see answer to section “i”.

bp. What is the vendor’s methodology of evolving the product (new development or buy and integrate)?

Traditionally, IBM prefers to develop solutions in house.  This not only ensures quality of the components but also keeps development and support costs lower since the same foundation technology is used in most of IBM software.  However, IBM has licensed software from other market leaders, such as Informix or SANergy.  This is sometimes necessary to gain access to intellectual property that otherwise we could not legally produce.

bq. Is the vendor’s engineering process open enough to allow XXX to influence the design and functionality of future releases?

IBM/Tivoli’s development and planning process is heavily influenced by our customer’s input.  This can be at a feature/function level or by executive level discussions on the future of industry trends.

br. What is the upgrade path for new releases (uninstall/reinstall, install over old, etc)?

Typically, the upgrade path will be a simple “install over old” upgrade.  However, the upgrade from TSNM to TSRM will be a uninstall/reinstall due to major architectural changes.

bs. Is the vendor’s architecture in line with XXX’s anticipated needs?

Yes. As outlined in the questions on architecture, IBM/Tivoli has utilized architecture components with the widest acceptance in the industry in order to avoid many problems, such as component obsolescence or excessive training requirements for support personnel. 

bt. Is the vendor’s alliance strategy in line with XXX’s?

Yes.  As outlined in the introductory sheet attached to this response, IBM and XXX have an exemplary strategic alliance based upon many examples of mutually beneficial activities.

13.  Training and Transition

bu. What training will be provided to XXX employees?

During any POC, ongoing training will take place.  After the POC is configured, 2 days of training of up to 3 pupils can be scheduled and accomplished by implementation personnel.  The purpose of this training is to equate XXX personnel with the operations and administration of software being tested, in order to complete testing.

Any training required to enable XXX personnel to support a non-POC implementation of TSRM is a chargeable item.  See the next question for pricing.

bv. Is this training included in the price model?  If not what is the approximate cost of training per employee?

The training discussed in question a, above, is a non-cost item that is part of a POC.  Any additional training, especially after the RFP, is a chargeable item.

The exact cost of training will vary from class to class, but an example would be a cost of $1995 per person or $19950 for an entire class with the topic being TSM 4.2 Administration.  Any discounts or training dollar credit can be used for standard classes.

bw. After initial production implementation how long will it take to completely transition day to day operations from the vendor support team to XXX personnel?

Since the scope of a POC and/or a non-POC implementation has not been detailed, the time to transition the support is an unknown variable.  Typically, in a POC scenario, 1 to 2 days is sufficient (assuming the customer personnel have undergone some training).  This 1 to 2 days covers basic information transfer of the current configuration as well as addressing specific concerns of the customer.

bx. What is the process for transitioning from install and operation support to XXX personnel providing full support?

As in the previous question, the exact transition process will depend upon the scope of a non-POC implementation.  Typically, a standard implementation contract will include some preliminary training, a transition period and then management validation that the implementation is complete and the customer personnel are prepared to accept day to day operational and administrative support responsibilities.

14.  Pricing

by. What is the pricing model of the product?

IBM is migrating to a unified pricing model for all IBM software, which is based upon the number of processors in the managed hosts.  At this time, it is safe to assume that this processor - based pricing model will be implemented for Tivoli Storage Resource Manager (TSRM).

bz. What are retail prices of the product?

The exact pricing for the proposed Tivoli Storage Resource Manager (TRSM) has not been finalized and will be released when the product becomes generally available (GA), targeted for 3Q2002.  The XXX Enterprise is a Passport Advantage Customer.  At the minimum, XXX will be able to order TSRM at the deepest discount level (Level J).  IBM anticipates during the RFP process, firm pricing will be able to be provided.

Appendix XX – Financials

Financials.  Bidder must provide three copies of its most recent annual report and quarterly report (10Q), which should include audited financial statements, notes to financials and revenue segmentation analyses.

IBM’s Annual Report, along with other financial information, may be found at the following URL:  http://www.ibm.com/ibm/stock/
Appendix XX – Sample Contracts

Sample Contracts.  Supplier must provide copies of two of its best-negotiated contracts with customers similar to XXX with confidential information, including names of third parties, deleted.

Appendix C – Architecture Diagram
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Appendix D – Supported Device List

In the tables below are Storage Area Network (SAN) components commonly found in enterprise SANs including switches, disk subsystems, tape subsystems, host bus adapters (HBAs), bridges, routers, gateways, and hubs. For details on levels of American National Standards Institute (ANSI) standards compliance and Tivoli Storage Network Manager function, click the appropriate component name. Please contact your device supplier for additional information on compliance levels.

	SWITCHES

	Vendor/Model
	Tivoli Storage Network Manager Function
	Standards Compliance
	Source of Information

	Brocade Silkworm 2010
	Partial
	Partial
	Tested by Tivoli

	Brocade Silkworm 2400/2800
	Partial
	Partial
	Tested by Tivoli

	Gadzoox Capellix 2000
	Partial
	Partial
	Vendor

	Gadzoox Capellix 3000
	Partial
	Partial
	Vendor

	Gadzoox Slingshot
	Partial
	Partial
	Tested by Tivoli

	IBM 2031-016/032
	Full
	Full
	Tested by Tivoli

	IBM 2032-001
	Partial
	Partial
	Tested by Tivoli

	IBM 2032-064
	Full
	Full
	Tested by Tivoli

	IBM 2042-001
	Partial
	Partial
	Tested by Tivoli

	IBM 2042-128
	Partial
	Partial
	Tested by Tivoli

	IBM 2109-S08
	Partial
	Partial
	Tested by Tivoli

	IBM 2109-S16
	Partial
	Partial
	Tested by Tivoli

	INRANGE FC9000-8/16
	Partial
	Partial
	Tested by Tivoli

	INRANGE FC9000-64/128
	Partial
	Partial
	Tested by Tivoli

	McDATA ED-5000
	Partial
	Partial
	Tested by Tivoli

	McDATA ED-6064
	Full
	Full
	Tested by Tivoli

	McDATA ES-1000
	Partial
	Partial
	Tested by Tivoli

	McDATA ES-3016/3032
	Full
	Full
	Tested by Tivoli

	QLogic SANbox (formerly Ancor)
	Partial
	Partial
	Tested by Tivoli

	DISK SUBSYSTEMS

	Vendor/Model
	Tivoli Storage Network Manager Function
	Standards Compliance
	Source of Information

	Chaparral G7324/G7313
	Minimum
	Partial
	Vendor

	Chaparral K7413/K7313
	Minimum
	Partial
	Vendor

	Chaparral A8526
	Minimum
	Partial
	Vendor

	Compaq RA4000
	Minimum
	None
	Vendor

	Compaq RA8000
	Full
	Full
	Vendor

	Compaq MA8000
	Full
	Partial
	Tested by Tivoli

	Compaq EMA12000
	Full
	Partial
	Vendor

	Compaq ESA12000
	Full
	Partial
	Vendor

	EMC CLARiiON FC4500
	Minimum
	None
	Vendor

	EMC CLARiiON FC5700
	Minimum
	None
	Vendor

	EMC Symmetrix
	Full
	Full
	Vendor

	HDS Freedom Storage 5800
	Full
	Full
	Tested by Tivoli

	HDS Freedom Storage 7700E
	Full
	Full
	Tested by Tivoli

	HDS Freedom Storage 9910
	Full
	Full
	Tested by Tivoli

	HDS Freedom Storage 9960
	Full
	Partial
	Tested by Tivoli

	HP SureStore E Disk Array FC60
	Full
	Partial
	Tested by Tivoli

	HP SureStore E Disk Array XP48
	Full
	Partial
	Vendor

	HP SureStore E Disk Array XP256
	Full
	Partial
	Vendor

	HP SureStore E Disk Array XP512
	Full
	Partial
	Vendor

	IBM 2105 B9 VSS
	Minimum
	None
	Vendor

	IBM 2105 E10 ESS
	Full
	Partial
	Tested by Tivoli

	IBM 2105 F10 ESS
	Full
	Partial
	Tested by Tivoli

	IBM 2105 E20 ESS
	Full
	Partial
	Tested by Tivoli

	IBM 2105 F20 ESS
	Full
	Partial
	Tested by Tivoli

	IBM 2106 MSS
	Full
	Partial
	Tested by Tivoli

	IBM 3542 FAStT200 RAID Controller
	Full
	Partial
	Vendor

	IBM 3552 FAStT500 RAID Controller
	Full
	Partial
	Vendor

	IBM 7133 (via IBM 7139-111)
	Minimum
	None
	Vendor

	IBM Netfinity 3626 Fibre Channel RAID Controller
	Minimum
	None
	Vendor

	IBM ProFibre Storage Array DF1100/DL1100/DF4000
	Full
	Partial
	Tested by Tivoli

	LSI Dolphin
	Minimum*
	Partial
	Vendor

	TAPE SUBSYSTEMS

	Vendor/Model
	Tivoli Storage Network Manager Function
	Standards Compliance
	Source of Information

	IBM 3494 VTS attached via IBM 2108-R03
	Full
	Full
	Vendor

	IBM 3502 attached via IBM 2108-R03
	Minimum
	None
	Vendor

	IBM 357x attached via IBM 2108-R03
	Full
	Full
	Vendor

	IBM 358x LTO via IBM 2108-R03/G07
	Full
	Full
	Vendor

	IBM LTO 3580 Native FC
	Full
	Full
	Vendor

	IBM 3590 E Model
	Full
	Full
	Vendor

	IBM 3590 attached via IBM 2108-R03
	Full
	Full
	Vendor

	STK 9840
	Minimum
	None
	Vendor

	HOST BUS ADAPTERS

	Vendor/Model
	Tivoli Storage Network Manager Function
	Standards Compliance
	Source of Information

	Adaptec Fibre Card 9110G
	Minimum
	None
	Vendor

	ATTO ExpressPCI FC66
	Minimum
	Partial
	Vendor

	ATTO ExpressPCI SW
	Minimum
	Partial
	Vendor

	ATTO ExpressPCI 2600
	Minimum
	Partial
	Vendor

	ATTO ExpressPCI 3300
	Minimum
	Partial
	Tested by Tivoli

	ATTO ExpressPCI 3305
	Minimum
	Partial
	Vendor

	Emulex Windows
	Full
	Full
	Tested by Tivoli

	Emulex AIX
	Minimum
	None
	Vendor

	Emulex Solaris
	Partial
	Partial
	Tested by Tivoli

	IBM Netfinity FAStT Host Adapter (00N6881)
	Full
	Full
	Tested by Tivoli

	IBM RS/6000 6227 FC HBA
	Full
	Full
	Tested by Tivoli

	IBM RS/6000 6228 FC HBA
	Full
	Full
	Vendor

	JNI FC-1063
	Minimum
	Partial
	Vendor

	JNI FCI-1063
	Minimum
	Partial
	Vendor

	JNI FC64-1063
	Minimum
	Partial
	Vendor

	JNI FCE-1063
	Minimum
	Partial
	Vendor

	JNI FCE-3210
	Minimum
	Partial
	Vendor

	JNI FCE-6410
	Minimum
	Partial
	Vendor

	JNI FCE-6412
	Minimum
	Partial
	Vendor

	JNI FCE2-1063
	Minimum
	Partial
	Vendor

	JNI FCE2-6410
	Minimum
	Partial
	Vendor

	JNI FCE-1473
	Full
	Partial
	Vendor

	JNI FCE-6460
	Full
	Partial
	Vendor

	QLogic QLA2100
	Minimum
	None
	Vendor

	QLogic QLA2200 Windows
	Full
	Full
	Tested by Tivoli

	QLogic QLA2200 Solaris
	Full
	Full
	Tested by Tivoli

	QLogic QLA2300
	Full
	Full
	Tested by Tivoli

	BRIDGES / ROUTERS / GATEWAYS

	Vendor/Model
	Tivoli Storage Network Manager Function
	Standards Compliance
	Source of Information

	ATTO FibreBridge 1100
	Minimum
	None
	Vendor

	ATTO FibreBridge 2100
	Minimum
	None
	Vendor

	ATTO FibreBridge 2200
	Minimum
	None
	Vendor

	ATTO FibreBridge 3200
	Minimum
	None
	Vendor

	Chaparral FS1310B/C
	Minimum
	Partial
	Vendor

	Chaparral FS1310R
	Minimum
	Partial
	Vendor

	Chaparral FS2620
	Minimum
	Partial
	Vendor

	CNT UltraNet Storage Director
	Minimum
	None
	Vendor

	Crossroads 4100
	Minimum
	None
	Vendor

	Crossroads 4200
	Minimum
	None
	Vendor

	Crossroads CONXSAN 4x50
	Full
	Full
	Vendor

	Crossroads 8000
	Full
	Full
	Vendor

	IBM 2108-G07
	Full
	Full
	Tested by Tivoli

	IBM 2108-R03
	Full
	Full
	Tested by Tivoli

	IBM 2108-S20
	Minimum
	None
	Vendor

	IBM 7139-111
	Minimum
	None
	Vendor

	McDATA EB-1200 FC Bridge
	Minimum
	None
	Vendor

	Pathlight SAN Gateway
	Minimum
	None
	Tested by Tivoli

	Pathlight SAN Router
	Minimum
	None
	Tested by Tivoli

	Vicom Fibre Channel SLIC Router
	Minimum
	None
	Vendor

	HUBS

	Vendor/Model
	Tivoli Storage Network Manager Function
	Standards Compliance
	Source of Information

	Brocade Silkworm 2010
	Partial
	Partial
	Vendor

	Gadzoox Gibraltar
	Minimum
	None
	Vendor

	IBM 2103-H07
	Minimum
	None
	Vendor

	IBM SAN Fibre Channel Managed Hub (3534)
	Minimum
	None
	Vendor

	Vixel 2000
	Minimum
	None
	Vendor

	Vixel 2006
	Minimum
	None
	Vendor

	Vixel 2100
	Minimum
	None
	Vendor
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