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Abstract

This two-part article discusses application deployment, particularly automated updates, to IBM® WebSphere®
Application Server in alarge-scae enterprise environment. 1t applies to WebSphere Application Server verson
5.0, verson 5.1, and version 6.0, and aso includes an introduction to afew verson 6.0 enhancements. This
articleis not intended to be used as areference for dl the details of WebSphere Application Server
adminigtration, but it does describe the key concepts used, and contains a list of references. Although the
beginning of the article reviews some fairly basic base server and managed server concepts and operations,
much of the remainder of the article will discuss certain complex concepts or operationa congderations that
will be new even to very experienced enterprise gpplication server adminigtrators.

Thisfirgt part of the article discusses wsadmin deployment to base and managed servers. It discusses why
phased deployments are needed to maintain applications in a WebSphere Application Server Network-
Deployment managed cdl, and how to maintain high availability in such an environmertt.

Part 2 of the article discusses pre- and post- deployment validation, and it discusses gradua deployment of
incompetible versons of gpplications. It dso discusses the design and implementation of a downloadable

Aut omat ed Depl oynent example program that illustrates how to automate the deployment of randomly
built collections of enterprise applications or updates, and how to automaticaly target those applications or
updates to the correct servers, including stage-specific application setup.

The problem
It is quite easy to deploy (instal) an gpplication into a WebSphere Application Server setup — typicaly it just
takes a one-line command. For your local running base server, it can beassmple as.

wsadm n -c "$Adm nApp install X /MApp.ear"” -lang jacl
However, this smplicity is deceiving, and the preceding exampleisredly just the Hello World of deployment —
anice demo, but not typical of the real world.

In ared enterprise environment, there are hundreds of interrelated applications spread over dozens of remote
application servers, and regular updates that need to be deployed to the right servers, al the while maintaining
gpplication availability to users. Even worse, most large enterprises have different sets of operating
environments, or stages, each requiring different setups for the same application. For example, the security role
mappings and the database used for a specific application in a Microsoft® Windows® integration stage are likely
different from those used for that same application on a Linux® production server.

The result might be that & 3 am., when some random group of 20 agpplications have just been rebuilt because of
an automated production build of Library Control System (LCS) code changes, those particular 20 applications

Page 1 Automated Deployment of Enterprise Application (EAR) Updates



each need to have their updates deployed to their correct individua application servers somewhere in the
enterprise. And, dthough it is3 am. in North America, it is prime time e sawhere in the world, so the
gpplication updates need to be done in away that maintains high goplication availability. This update build and
deployment processis regularly repeated, each time involving arandomly different set of updated applications.

Command line wsadmin and JACL/Jython scripts

WebSphere Application Server has an extensive administration program, the Adminigration Console. It also

has an equivalent command linetool, wsadm n, which can be run interactively or which accepts afile of
scripted commands. For scripting, wsadni n supports the two script languages JACL andj yt hon. Seethe

reference section for links to related materia. 1n the examplesin thisarticle, and in the downloadable example
program, JACL isused sinceit runs on WebSphere Application Server verson 5.0 and later (j yt hon runson

WebSphere Application Server verson 5.1 and above).

This articleis not intended as a reference for WebSphere Application Server adminigtration or thewsadmi n
tool. For more detailed information, consult the materia in the reference section.

Local base server deployment

The smplest deployment scenario is to deploy an application from a build machine to aloca running base
server. (Network Deployment managed cells are discussed alittle later in thisarticle.) The loca WebSphere
Application Server instalaion hasabi n directory containing thewsadm n command and other tools.

Thetypica sequence for an initid gpplication ingalation is asfollows
1. If thelocd server isnot dready running, then Start it:
start Server serverl
2. Ingdl the goplication:

wsadmin -c "$Adm nApp install C/MWApp.ear” -lang | acl
3. Optiondly, lig dl current ingtdled gpplications (to verify that it redly was inddled):
wsadmin -c¢  "$AdminApp Ilist" -lang jacl
4. Savethisnew server configuration:
wsadmn -c¢ "$Adm nConfig save" -lang | acl
5. Start the application (this is a one-line command):
wsadmin -c "$Adm nControl invoke
[ Adm nControl queryNanes type=Applicati onManager, *]
start Application MAppName" -lang | acl

The typica sequence for an uningalation, usng a script file instead of interactive commands, is asfollows:
wsadm n —f uninstall.jacl -lang | acl

wherethefileuni nst al | . j acl containsthe following lines.
$Adm nApp i st

set appMyr [$Admi nControl queryNanes type=ApplicationManager, *]

$Adm nControl invoke $appMgr stopApplication MAppNane
$Adm nApp uninstall MyAppNane

$Adm nApp | st

$Adm nConfig save

Note that the default wsadm n server connection type SOAP requires arunning server. Itispossbleto

connect using connection type NONE, but the available operations are retricted. Refer towsadm n
documentation for more details.
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Remote base server deployment

A dightly more typica environment is one where one or more target base servers are on remote machines. The
most obvious approach (and the one used by many customers) isto use File Transfer Protocol (FTP) to transfer
the gpplication or update from their build machine to the remote target machines, and thento uset el net , or
some other smilar program, to runthewsadm n program on those remote machines. Thisworks, but it is
quite messy. It requiresFTP andt el net on each remote machine, and quite afew error-prone manua
operations. It dsorequiresFTP andt el net accounts on each remote machine, which introduces
adminigration and security issues many companies would prefer to avoid.

WebSphere Application Server provides a nice solution to this scenario that many users are not even aware
exigs. If you ingal WebSphere Application Server on the build machine, then the WebSphere Application
Server runtime and itswsadm n command tool are available, even if that indtalation server is never configured
or started. You can usethewsadm n command to connect to your remote target servers and run your
deployment commands againg those remote sarvers. If aloca build machinefileis being ingaled on the
remote server, WebSphere Application Server will interndly do thefile transfer for you. All the norma
WebSphere Application Server security (if configured) is automatically used according totheuser i d and
passwor d used withthewsadmi n tool. Thus, deployment to remote serversis as easy asto aloca server;
the only differenceisthat thewsadm n invocation command specifies aremote server instead of aloca one:
Wsadnmi n - host MyRenot eHost -port MyRenotePort ..conmands...

Note: The above solution for remote base server deployment only worksiif both the remote and locd ingtdlation
(wherewsadm n isrunning) are WebSphere verson 6 inddlations. If either of the inddlaionsisa
WebSphere version-5.0 or version-5.1 ingdlation then you will get an error "X:\MyTEMP\appnnnnn.ear does
not exist for installation”. Base server (nonmanaged) Renot e Fil e Transf er supportisaverson6
enhancement, unfortunately the version-5x error is not clear about that.

Thus, avery Smple, but representative, base server organization might be smilar to this

Application Build and
Deployment Server This gpproach provides a nice solution for a build
machine and one or two remote base servers. But

as the number of independent base servers

Y \ increases, it rapidly becomes desirable to have
centralized adminigtration to manage the collection
Server 1 Server 2 of servers asasingle adminigrative cdl.
Application
B
Application Application
A C

Figure-1 Base Servers
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Network deployment managed cells, nodes, and clusters

As the number of applications and the number of target servers grows, it becomes dmost essentia to provide
sngle adminigrative control for these large collections

A nodeisaphyscd collectionof one or many gpplication servers on a particular machine, and there istypicdly
one Node Agent per node controlling those servers on that remote machine. Why should there be more than
one server per maching? In addition to the obvious redundancy consideration, there are technica and
performance reasons (such as Java threading limitations, Java memory garbage collection consderations, etc.)
why splitting one larger server into multiple servers can provide sgnificant performance improvements on that
same machine. Thisis particularly common on very large and highly reliable server platforms. For details, see
the WebSphere Application Server performance “Best Practices’ documents (available online at
http:/mww.ibm.com/devel operworks/websphere/zones/bp/). Note that there can be two or more logically
separate nodes (each with their own servers) on the same physica machine, but that is very unusud.

Why should there be more than one target machine? In addition to the obvious ability to supply additiona
resources (additiona CPU cycles, physica memory, etc.) and to provide physical redundancy against hardware
failure, there may be organizationa or geographica requirements. Aswell, the various Quaity Assurance (QA)
environments, such as development, integration, test, pilot-production and production, are dmost aways run on
different machines for logitic, administrative, and security reasons.

To amplify the setup and ongoing administration of redundant servers, most gpplication server products
introduce the concept of clusters. A cluster isalogica collection of servers, each of which typicaly contains
the same set of applications. (Any one cluster member could actudly contain additiond or different programs,
but that is highly unusud and confusing.) A vertica cluster contains multiple cluster members on the same
node, while a horizontal clugter contains cluster members on different nodes (which is more typicd).

A managed cdl isan adminidrative collection of many servers. One of the key features of WebSphere
Application Server Network Deployment isthat groups of servers can be federated together into asingle
managed cell. A specid server cdled the Deployment Manager (DMgr ) manages dl the servers and
goplicationsin the cell, using one Node Agent (NA) per node to control the one or more serversin that node.
Node Agents are typically configured as an dways-running daemon within their host machine operating system
so they are dways available. They can start or stop servers on that machine, ingal or uningtal gpplicationson
the servers, and can configure other server settings and control other server functions.

Thus, avery smple, but representative and scaable, cdll organization might be smilar to this
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Figure-2 Cell Organization (Servers, Nodes, and Clusters)

Using wsadmin with managed servers (conntype=SOAP)

In the earlier discussion about usng wsadmi n to deploy to aloca running base server, you probably assumed,
correctly, that thewsadmni n program connected to that server to perform its various adminigtrative operations.
We dso could have started wsadm n, specifying the default connection parameter typeof - connt ype
SOAP (or RM ). If thelocd server isnot running, we can dart wsadmi n with—connt ype NONE and then
wsadmni n will directly manipulate the local server configuration files and their contents. In this case, thereis

less functiondity available, and some of the commands (like starting an application) are not available. Inthe

case of remote base servers, we supplied ahost and por t parameter to specify which running server to
connect to, so clearly itisnot possbleto use—connt ype NONE for remote servers sincethewsadni n
program has no direct access to their (remote) configuration files.

In the case of managed servers (servers federated into a Network Deployment cell), it is not quite so obvious
what is hgppening. If the locad server is configured as part of amanaged cdll, then, by default thewsadm n
program will connect to its (likely remote) Deployment Manager server and will ask that Deployment Manager
to perform the specified administrative operations againgt the specified target servers. Again, the default
connection typeis - connt ype SOAP. For managed servers, we can override the default destination and
usethehost andport parametersto connect to a Node Agent controlling one or more target servers, or to
connect directly to atarget server. Connecting to the Deployment Manager (the default option) gives the most
functiondity, to Node Agents alittle less functiondity, to servers even less functiondity, and —connt ype
NONE to alocd server givesthe least functiondity. It is highly recommended that you aways connect to the
Deployment Manager; otherwise, locdized changes might be incompatible with the magter cell configuration
(such asingaling an gpplication with the same name asis dreedy inddled dsewhere in the cell) and could
cause subsequent synchronization errors. For details, consult the WebSphere Application Server Information
Center documentation.
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How do you have a build machine deploy to remote production servers? Earlier we said that you could have
WebSphere Application Server ingtaled on a build machine, without requiring a server to be actudly

configured or running. Therefore, you can just sart wsadm n usngthehost and por t parametersto specify
the remote Deployment Manager for the production cell, and everything works as expected. Note that the
Deployment Manager must dways be at the same verson plus sarvice leve asdl serverswithinthe cdl, or at a
later verson.

Note that WebSphere Application Server versgon 6.0 provides support for multiple server profiles (an expanded
implementation of verson 5.1 ingtances), where each server profile is essentidly atotaly independent server
(independent configurations sharing a common set of runtime programs).  Thewsadni n commeand will

operate againg its default server profile (determined by the profile location you are executing from), but you

can usethe parameter —pr of i | eName MyPr of i | e to override that default and specify the actud server
profile (and hence its particular Deployment Manager) to be used, or you can usethehost and por t
parameters to directly specify the destination (typically a Deployment Manager).
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Web Servers, firewalls, redundancy, and workload management

Note that there are typicaly one or more Web serversin front of the set of application servers. The Web servers
accept incoming user HT TP requests and route each request to an appropriate application server to perform the

work. Of course, one or more leves of firewal protection are dmost aways present at different locations
within the sysem.

Thus, asmple, but representative, HT TP organization might be smilar to this
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Good availability using redundancy and server-failover

Looking after the design, setup, and operation of redundant sysemsis a Sgnificant activity, and there are whole
books devoted to thistopic. For detailed information, consult the materid in the reference section.

If two or more gpplication servers are hosting the same gpplication, then such redundancy can provide workload
sharing (better throughput and response time for increasing numbers of requests). This redundancy can aso be
used to provide reactive server-falover and recovery in case of unexpected hardware or software failure. In
case of an application server failure, WebSphere Application Server can be configured such that incoming Web
server work requests are routed to a different server running that same gpplication. All new requests are
handled appropriately, but any in-progress HT TP session will be disrupted and must be re-initiated by users (it
will appear to them that there was a brief service failure).

High availability using server-failover and session-recovery

WebSphere Application Server can reroute new work requests, but it can aso be configured to provide resctive
session-recovery to dlow mogt in-progress requests to continue and complete on the redundant server without
any vishble interruption to end usars. Thus, high gpplication availability can be achieved in spite of unexpected
system fallures. For most users, even in-progress HT TP sessons gppear to continue without any visible
interruption.

Continuous availability using preemptive work rerouting (quiesce)

Even though many HTTP sessions can be recovered, some agpplications with very large session data or other
session data that cannot be perssted, can cause an in-progressHTTP sesson to fall. Thus, if an application or
system has a planned outage (due to maintenance, or other operator-initiated Stuations), then preemptive work
rerouting can be used to provide nearly continuous availability.

The affected servers are first quiesced, which meansthat dl new incoming work requests are routed instead to
other redundant servers, and al in-progress HT TP sessions on the quiesced servers are temporarily alowed to
run until completed. After areasonable time, the quiesced servers are then stopped, and the planned
maintenance or other activity is performed. After the planned activity is completed, the servers are re-activated.
New incoming requests can again be routed to them (in addition to the other, ill running, redundant servers).

Quiescing entire cells (as discussed alittle later in the “gradud rollout” section) istypicaly done up front &t the
Network Dispatcher (1P Sprayer) level using products such as WebSphere Load Balancer. The Network
Dispatcher must be configured with sesson affinity to ensure thet al user requests from the same user HTTP
sesson get routed to the same processing organization. Quiescing individua application serversistypicaly
done at the HTTP Web server level, by manipulating the routing tebleinthepl ugi n- cf g. xml file Thisfile
is checked for changes by the HTTP server once per minute or at another specified frequency. The HTTP
server must smilarly be configured with sesson affinity. Note that WebSphere Application Server verson 5.x
could generatethe pl ugi n- cf g. xm files, but they needed to be manudly transferred to the HTTP servers.
WebSphere Application Server verson 6 has anew feature to dlow its HT TP servers to be federated into a cell,
and to transfer thepl ugi n-cf g. xm files
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AutoSync application updates throughout an enterprise cell

WebSphere Application Server has the ability to provide automated distribution of gpplication updates to
servers throughout amanaged cell. The application updateisfirgt ingtaled into the Deployment Manager
gpplication repository. If aNode Agent hasits Aut oSy nc feature enabled (which is the default setting), then
that Node Agent will periodically (by default, every 60 seconds) perform aNode Sy nc, which asksthe cell
Deployment Manager for any application updates. Any such updates are then transferred to the Node Agent,
and that Node Agent then updates all its affected servers (Snce it might have multiple serversthat are
configured to run that same gpplication). Thus, if each Node Agent has the default Aut oSy nc enabled, any
gpplication updated or ingaled into the Deployment Manager will be automaticaly distributed to every
affected node, and to every affected server on those nodes, over ardatively short period of time.

Application updates can cause application availability failures

What some adminigtratorsfail to understand isthat default gpplication updates can cause application availability
falures, even if ther entire sysem is configured for ser ver - f ai | over andsessi on-recovery. This
is because while an gpplication is being updated it is not available to process work requests, and any work

routed to it from aWeb server will not get aresponse. Even worse, any other interdependent application will
have asarvicefalureif it tries to use the unavailable application ingance. Thisis because the Web servers and
the workload management programs don’t know that the gpplication istemporarily unavalable. The solutionis

to first stop the affected gpplication server before doing the application update (not just the gpplication, the
complete gpplication server). The stopped application server will be detected, and ser ver - f ai | over and
sessi on-recovery will then take place as expected.

Note that WebSphere Application Server version 6.0 has the improved ability to perform incrementd in-place
updates of gpplication components, which will help improve gpplication availability. However, certain types of
gpplication component updates will till require stopping and restarting the application, and hence can il
result in gpplication availability falures unless the servers are first gopped and ser ver - f ai | over and
sessi on-recovery isactive or unless preemptive work using quiesce and rerouting is performed.

Remember the earlier discussion of the Aut oSy nc feature to automatically distribute application updatesto all
affected nodesin acel? Thereisan availability issue that needs to be understood and handled. Each of the
affected applications will be unavailable on their individua servers during the update. Even worsg, if severd
Node Agents happen to request their Node Sy nc a the same time or a overlgpping times, then the affected
gpplication on each of those affected nodes will be transferred and updated a essentidly the same time,
resulting in application unavailability on multiple nodes smultaneoudy! Where application avalability isa
serious concern, the solution isto specificaly control the phased distribution of updates throughout the
enterprise cell.
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Better: Phased distribution of a single (compatible) application update
As previoudy mentioned, a specificaly controlled phased distribution of an gpplication update (compatible with
previous versons) throughout a cdl will minimize gpplication avallability issues. The required sequenceisas
follows

Initialize all affected nodes 1. Save the current setting and then disable
(disable AutoSync) Aut 0Sync ondl affected nodes:
a. Candsooptiondly save and disable
< SyncOnSt art up.
v 2. Sequentially, for each affected node, phase-
deploy the update:
Select next affected aode a Sdect the next affected node to be
updated.
/ b. Optionaly quiesce dl its affected
Quiesce all affected nodes servers (reroute new work requests).

c. Stop dl its affected servers.
d. NodeSync that nodeto retrieve the
update and to ingdl it in each affected

A J
Stop all affected servers

- server.
In selected node o Note: Wait to ensurethe EAR
v expangon is complete.
NodeSync YES e. Redart the affected servers.
(update all affected servers) 0 Note: Test and wait to ensure
the sarver isrunning.
v f.  Optiondly reactivate the affected
Restart all affected servers servers (to process new work requests).
In selected node g Optionally validaeinstalled application
operation.

y
Reactivate all affected servers
in selected node

h.  Optiondly request manud confirmation
to accept (or rgect and restore) this

update.
i. Repesat for the next affected node.
2. Redorethe previous Aut oSy nc setingsfor
al affected nodes:
Remaining a IndudingSyncOnSt ar t up if itwas
nodes ? optionally disabled.

I
NO

v

Restore all affected nodes
(restore AutoSync setting)

Figure-4: Phased Deployment

The aove processinvolves alot of manual operations and is very error-prone. A script can be created to
perform the specific steps, but a different script is required for each different application and each gpplication’s
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different set of associated target servers. The scripts can be quite complex and difficult to create, and require
ongoing maintenance as the environment changes.

There are two specia notes in the above steps. Firdt, after performing the Node Sy nc, the application update
(EAR) has been digtributed down to the node, but the EAR file must still be expanded into the server

install ed application directory. UntilthisEAR expanson iscomplete, attempting to sart the
server will produce indeterminate results. An IBM Problem Report has been created about this, and there may,
in the future, be a downloadable WebSphere Application Server Interim Fix to alow scriptsto test for the
completion of the EAR expanson. Second, after returning fromthewsadm n st art Ser ver command, the
command has been processed by the Node Agent but the actua server startup may not yet be complete. Scripts
need to test that the server has completed startup and is running.

Note that WebSphere Application Server verson 6.0 hasanew clugter-update feature to distribute (in phases)
an update to each of a cluster’s members one node at atime, including the stopping and restarting of affected
servers being updated. Whereser ver-fai |l ure andsessi on-recovery have been configured and
provide sufficient functiondity, thiswill provide very good high availability during cluster updates. This

feature currently cannot be used to phase distribute an update to unclustered servers, and does not do
preemptive quiescing or reactivation of work rerouting. 1f multiple cluster members are on the same node
(verticd dugtering for scdahility), then they will be smultaneoudy updated (and smultaneoudy unavailable)

asif the Node Agent had performed aregular NodeSync.

Also WebSphere Application Server version 6.0 cluster update can only be done for one gpplication a atime.
If multiple applications need to be updated within aclugter, then multiplec| ust er - updat e operations must
be individudly performed, and each cluster member node and its affected servers will be cycled again during
eechindividud cl ust er - updat e.

In summary, the WebSphere Application Server verson 6.0 new cl ust er - updat e featureisaconvenient

way to didtribute a Sngle update throughout a horizontal cluster with cluster members across multiple nodes,
and does 30 while maintaining high-availahility.
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Best: Phased distribution of multiple (compatible) application updates
Asjust mentioned, a specificdly controlled phased digtribution of an individud application update helps
maximize availability. However, if multiple gpplication updates are required, with each application update
targeted to a potentidly different, but overlapping, set of enterprise servers, then the processis dightly more
complex, even though dl the same basic principles goply. The sequence required is as follows:

Determltr; ebaepgggfg;?en dupdates 1. Andyzethe st of dl current updates to be
deployed.
\ 2. For _ea_ch gpplication, determine (reed) its
Determine target servers specific set of target nodes and servers.
sarvers, caculate the subset of unique affected
A nodes and unique affected servers.
Calculate all affected nodes 4. Perform the previoudy described phased
and affected servers di st ri buti on for each affected node.
A
Phase deploy
the application updates

Figure-5: Deploying Multiple Updates

Asfor the phased deployment of single applications, the above process involves alot of manua operations and
isvery error-prone. Additional scripts can be created to assist in the above steps, but with ever-increasing
numbers of different gpplications, target servers, and stlage environment and applications settings, the number
and complexity of specidized scripts becomes an enormous chalenge to create and then to maintain.

Part-2: Deployment validation, gradual deployment, automated deployment, and
references

This part 1 has covered the basics of deployment of enterprise application (EAR) updates throughout an
enterprise cell. Part 2 covers pre- and post-deployment vaidation and gradud deployment (of incompatible
versons of gpplications), describes the Automated Deployment example program in detail, and includes an
extensve st of references.
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