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Why Agile Operations Cloud?

Definition:
An Agile Operations Cloud is a cloud service for rapid development of new

applications by implementing the integration of development & operations
(“DevOps”).

An Agile Operations Cloud is agile from two perspectives:

1) Agile in Operations itself
2)Agile in translating developed artifacts into production

= The primary consumer of an “agile operations cloud service”
are developers & testers.

= The cloud aspect of an Agile Operations Cloud is that developed application
artifacts can be deployed rapidly & operated in a cloud environment.
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Deployment is a complex task

= Development and Operations teams collaboration challenges

» Hand-off from development teams is inconsistent and manual
» Application component requirements do not match IT infrastructure

'ndia dej
I
-

s pevil

= Deployment requirements are difficult to validate
» Enterprise, Software & IT architects all use different formats
» No standardization or templates for reuse

= Complex series of steps Ol\lzg:g[i?rs
» Deployment engineers often execute manual steps J

» Not repeatable, prone to error Y .
» Automations are hard to build, maintain and reuse Y .

» Hard to tell what if the right things were installed

Deployment
Architect

o

Operations

v 50% of applications put into production are later rolled back (gartner)
v 60% - 80% of an average company’s IT budget is spent on maintaining existing applications

(Intelligent Enterprise.com)

v Software related downtime cost industries almost $300 billion annually (cents - comparative Economic
Normalization Technology Study)



Service Lifecycle Management & Automation

“DevOps”

Integration of Development
& Operations needed —

Procedural Rigor
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Development Lifecycle

Creative Behavior

Source Code,

Requirements

Test Plans &

Architectures
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Agile Operations Cloud Solution
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Cloud Based Operation offers

Evolving from changing the economics of IT... to becoming a catalyst for transformation.

Reduce costs of Higher quality Accelerate
service delivery services business agility

Business Benefits

Lowered IT operating, capital Easier to integrate Faster delivery of

and support costs custom cloud patterns
Optimized security

Optimized performance Enable business

transformation

Improved compliance

Standardization

Virtualization
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IBM Deployment Planning and Automation lifecycle

= Plan your desired deployment using discovered
resources and standard configuration templates

= Govern, catalog and share = Automate infrastructure

application artifacts, . ‘ provisioning, middleware
standard templates and .
| installation

configuration, and application
deployment plans

L J

Govern

Speed the delivery of high quality applications to physical environments, virtual
environments, and cloud environments
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Lifecycle within an Agile Operations Cloud

Desigh &

Develop
application

Deploy
Manage application &
app, MW & underlying
infrastructure MW +
Infrastructure
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Agile Operations Cloud — Lifecycle Phases Details

Development Operations
Design Develop Deploy Manage
~
Application Application Plan Automate Govern
Architect: Developer: Deployment
Architect & Deve/op, Fix & Engineer:
Design Build Deploy
application application application
wmmém,;@l:gmam%gmmi
Deployment
EZ%;?ejrr e' Operations Admin:
middl egw . Cloud Management
73 Application / Monitoring
Deployment specifics Deployment e
Architect / according to /
Engineer: mods! Engineer: , Autoscaling
Model h ’ N e Govern catalog License Management
a O/icz tio%w;s and share Change & Configuration
PP t0b application mgmt
d gc/;mg do. te artifacts, Asset Management
ep dco){}// edinto standard User Authentication /
e templates and Authorization
infrastructure Deployment ; )
STV irOnTIon Engineer: deployment Metering, Apcount/ng,
Deploy/Configur plans Rating

10

e VMs, storage

& network config

(firewalls, LBs,
switches)
according to
previous
modeling

~
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DevOps - specific value Propositions of an Agile Operations

Cloud

11

1. Building
applications
correctly

*Developed
artifacts closely

alignmentwith
production

Value
propositions
of an Agile
Operations
Cloud

3. Fix
applications
quickly

*Rapid fixing of

application
defects

2. Deploying
applications
rapidly

*Quickly deploy

newly developed
applications

These value propositions are achieved by the
scenarios described on the following slides
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Agile Operations Cloud — Scenario Progression

12

Full e2e close-loop
integration of
development,
deployment & mgmt

More sophisticated
tooling around
Development &
Deployment
integration

Simple integration of
Development &
Deployment, “Starter
Scenario”

Topology-based

* Allows starting from existing IT
infrastructure & mgmt technology
footprint and IT operations staff skills

* Allows phased approach introducing with

little risk

Development &
Deployment:
Single developer

Workload-based

» Change the in way organizations deploy
& manage middleware

» Allows achieving reduced costs by
hiding middleware complexities

Depending on the requirements & maturity of
the current IT environment, either a topology-
or workload-focused scenario is appropriate
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Agile Operations Cloud — Topology-based scenarios
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Development & Deployment Scenario — “Single Developer” (opoiogy-based)

Development

%oftware Architect
Deployment Engineer

+ Develop application artifacts
« Specify application and
middleware deployments

using standard service
templates
» Generate application ‘
deployment automation and I
new service definitions Deploy
. ...'.'.. app _‘,I““‘ ’ "
..* Y I‘I“““‘ .‘
[' "~ | Eclipse | - N
Provisio;f
infrastructyre &
Middleware
i
@ Operations ‘09
v Tivoli Service Automation - Tester and/or NS
Manager (TSAM) Production Deployer,
= Rational _
| software .»  Tivoli Service Request Manager * Make service requests
itect | L caamsmssemmEsmemerEERS - - e User selects :
Architect | _.......oo- . Tivoli Provisioning Manager cervice fo for test or production
(Deployment i instantiate rollout that provisions the
Planning) RSA patterns environment with the

configured application
» Operationally manage

deploymentg 2011 1BM Corporation
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Details: Development & Deployment Scenario — “Single Developer” (topology-based)

Development

R

Application
development tool

Application®
Developer

A

‘Eciips
e

RSA
(Zephyr)

of required

Model deployment
middleware

15

For Single
Developer
No need for
elastic
middleware
(At least
initially) no
integration with
enterprise
mgmt (i.e.
driven by
development
org)
Infrastructure
running on-

feeds deployment
model into

| Deploy topology
pattern

Exists today

Exists today, but
not GA

=== Work-in-progress
To be done

Operations >
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Development & Deployment Scenario — “Team Development” qopoiogy-basea

Development

woftware Architect
Deployment Engineer

» Develop application artifacts

» Specify application and
middleware deployments | |Rational
using standard service | | Team I
templates Concert

» Generate application

deployment automation and RAFW to
new service definitions

configure
Hybrld Cloud app/,catloa‘
o e, Integrator
N e O
| | Rational | | Rational .
| Software | |Application : Rational Automation

ssmmEEEm
*

4 v,

: s ., IWD as
: : s oo, middleware
: Architect Developer . Framework for J s deployment
: App - WebSphere (RAFW) H **+, accelerator
a idesigns .+ : e
. : code o :  Provisiont \
: _ sartifacts : Provisions : infrastructiire, IBM Workload
: \ v R = off-prem : Middleware & Deployer (IWD)
: Ve ) : VMs . application
: ¢ Rational Asset : : N T 2
: X Manager : : s PV i
: | . : P ...."Operations
E .' O ’ : ': .---““““
v " Deployment Tivoli Service Automation & *"" Tester and/or S’

~ ¢ model Manager (TSAM) Production Deployer,
14=7| Rational artifacts :
¥ software .ueueap Tivoli Service Request Manager U ot » Make service requests
Architect Plt Tivoli Provisioning Manager ggrrv‘?ceeegs for test or production
(Deployment i | instantiate rollout that provisions the
Planning) RSA patterns

environment with the
configured application

» Operationally manage
deDonmen% 2011 IBM Corporation
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Details: Development & Deployment Scenario — “Team Development” topology-based)

Development

Operations

Using RAM instead

of file system
Deplo_yment delivers enhanced
Engineer governance

17

ﬁl C%ordi?ate team
Architec}&giesign ( > RT,C S
% Application RAD —
Apl?chitect ~>isA |
Application ( ;) I
(ear file, war file, I RSA
e % veioper ] = Plzephyr)
|
Model deployment I
of application and
underlying I
middleware Accelerator
« Enhanced Il
Middleware degrees of Il Geployment
(WAS, .Net, =
WebLOgiCe, Tibco, deployment feads dri%ggmﬁ:g F IWD
etc.) automation
(integration of =
R AF(W) & IWD) .......................
« Enhanced
5 , governance (via
S;?set;armglx integration of
Linux, Windows,, RAM)
etc.)
pHyp,
Vmware/
KVM/Xen/
Server/ gi//spt% rr'nv’z Exists today
Storage/ Exists today, but
Network SBCE not GA
SBCE+, === Work-in-progress
Amazon
EC2 To be done

RAM

Deploys
application
RAF(W) -
s | FELFIEVES APP

artifacts from

drives app and MW
config functionality
of

TSAM  RAF(W)

Configures
iddl

provisions & controls public
cloud infrastructure via

ﬁ

HCI

Integration of off-
prem cloud
services
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Development, Deployment & Management Scenario copoiogy-bases)

Development @ g1 TADR
i . ITUAM TDS
"~ Software Architect ISEN J ...
Deployment Engineer Defects ’”C_’f’enfs
 Develop application artifacts ’:' L\? 2N T
» Specify application and —
middleware deployments || |Rational ITMITCAM J «Menitorig data
using standard service “J)| Team .
templates ~—JC°"°9” ~‘Monitors
» Generate application [ Rationai * via BAFW
deployment automation and |- - ap':r’,‘a o ﬂguﬁg
new service definitions Tester Hybrid Cloud app//cat/oa‘ o
. Ry e, — Integrator
I:;;ional ....*Ratlonal O « v,
- # - # - [ : .'.. IWD aS
: HD Software ““J/|Application 1  Rational Automation R Agggzgn‘/v‘}/cqaslly ., middleware
. Architect - Developer Framework for ' deplovments - e, deployment
: App o WebSphere (RAFW) J s et . "'~.gccelerator
: *design & o : .,: WebSphere Virtual -
: P code CCMDB ] : © Provisiont Enterprise J
: sartifacts : Provisions : Infrastructpre, R , IBM Workload
: B \ A o Link Cls : off-prem : Middlewdre & 4-**Requests aadl - pogiover (IWD)
. " ) . to media . VMs . app/iCal‘ion resources
29| Rational Asset |, in RAM : : : N 4
. : : © Omnibus / Impact
. Manager : . . %
: ° ® : o "Operations #
: .' ) : :. "" ----““‘
% .+ Deployment Tivoli Service Automation & |-***" Tester auic or v
o model Manager (TSAM) Production Deployer,
= Rational artifacts _
_¥|  software ©vecasp Tivoli Service Request Manager N et * Make service requests
Architect Popu/ate Tivoli Provisioning Manager gs:v-?ceeel%s for test or production
(Deployment TSAM with instantiate rollout that provisions the
Planning) RSA patterns

environment with the
configured application

* Operationally manage
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Details: Development, Deployment & Management Scenario

(topology-based)

Development

Operations

X

RTC

7\

19

— t lifecycl =
Application ———>{ RAD |- - Deployment ik inidents to defects ToRM
rcni
App| ication I Management of enterprise- TSAM
ear file, war file, wide cloud E
Eetc.) ' I - | 4 . .
Developer (Zephyt) IT™M =
...................................................... == 3
) @_r_l | san
al  Link Cls to media in RAM E O’bus ——
Use monitoring data from | t
Closed |00p operati(l)nslin app perf Id . d MW mpac .
. assessment | {rvgs app and i |
Middleware from . config functionality :ggil::zs/ts
(WAS, .Net, feeds depl t of )
WebLogic, Tibco, management eade r?f:)ggﬂﬁ?o' - —_l removing CCMDB
etc.) back to nodes as
Elasticity of needed
development (BRI WAS  WVE
. installati
Autonomic —
A TADDM
_sc,}allntg oftWAS I Drives change i~
Infrastructiure | via TSAM w(hem es
: ether
Systom o Integration with ! r
Linux, Windows, enterprise | AGEEEREE
stc) service I
management |
] ITUAM ~
pHyp, |
Vmware/ |
(xens rovisions & controls public
Server/ gﬁ@ﬁ’; Exists today I gloud infrastructure vig
Storage/ Exists today, but monitors public cloud
SBCE 2 P !
Network e U\;" ﬁA o e infrastructure via
; === \Work-in-progress <
Amazon
EC2 To be done © 2011 IBM Corporation
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Full Development, Deployment & Management Scenario oo

Operations

Deployment
Engineer

Automate incident & defect
mgmt lifecycle process --
link incidents to defects

RAM

RAF(W)

) rpfrin\lnc ann

TSAM RAF(W) - WAS

based)
Development
( » RTC
% Application = RSA p—) R AD
B @ RSA
% S bvoiaper @ephyn)
T RPT
§ )
Use monitoring data frc;m
Closed |OOp opere;tisgr;sssir;]eéapt) perf
from
feeds deployment
dcCkK 10
development
Autonomic —
scaling of WAS
infrastructure
Integration with
enterprise
service
management
Exists today
Exists today, but
not GA
=== Work-in-progress
20 To be done

HCI

a Link Cls to media in

drives app and MW
config functionality
of

Elasticity of
tallati

Drives change
via TSAM

provisions & controls p
cloud infrastructure via

TSRM
Management of enterprise- 3 TSAM
wide cloud
ITM ==
ITCAM
’bus
RAM
ITLM
Impact
Requests
adding/
removing CCMDB
nodes as
needed
. WVE
TADDM
Decides
whether
requested
resources
are assigned TDS
] ITUAM ~

ublic

monitors public cloud
infrastructure via

a
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Agile Operations Cloud — Workload-based scenarios
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Development

woftware Architect

Development & Deployment Scenario — “Single Developer” workioad-based)

Deployment Engineer

* Develop application artifacts

+ Specify application and
middleware deployments
using standard service
templates

* Generate application

deployment automation and
new service definitions

"EEEEEmmmag
v
.
Y
ta
a
Y

Retrieves
app artifacts

"
| | Rational
~__|/Application
= for - Developer
~deployment

*

“-_-‘-

»

ye ="
pid
5 File syst

emJ@

.-""'- --.-
De,!;/.o.y.s. o
app
stored on
filesystem
4 v.
K ‘e, IWD for
s e, workload
s *+,, deployment &
. ‘*«management
Provisioq§
VMs ¢

IBM Workload
Deployer (IWD)
User selects

L
a
L
o
L4
L
L
]
L
L
R
L
L
U
a

.. 2
Provision_,«**
.
VMs*

.
.
.*

Tester and/or \./
Production Deployer,
“On-Ramp”’

+ Make service requests
for test or production
rollout that provisions the

environment with the

configured application

+ Operationally manage
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Details: Development & Deployment Scenario — “Single Developer” (workioad-based)

Development

-

Application
development tool

Application ‘
(ear file, war file,
etc.) % Application
Developer
\_
* Fully hides
Mvigdlﬁware complexity of
iNebL(’).gice‘t’Tibco, middleware
etc) deployment &
management
* Reduced S—
infrastructure
, footprint
Operating
System (aix,
Linux, Windows,
etc.)
pHyp,
Vmware/
KVM/Xen/
Server/ gyper'\"
ystem z
Storage/ p—
Network SheE
Amazon
23 EC2

drives laaS
functionality of

Exists today
=== Work-in-progress
To be done

Deployment
Engineer

ﬁ
retrieves app
artifacts from

Deploys app

Via IWD
IWD

Deploys workload
according to
policies

Repository for
application artifacts

Fi
system

Provisions VMs

Operations >
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Development & Deployment Scenario — “Team Development” workioad-based)

Development
woftware Architect
Deployment Engineer

» Develop application artifacts
» Specify application and

middleware deployments | |Rational
using standard service |~ | Team
Concert

templates
+ Generate application
deployment automation and
new service definitions
sartifacts "

IJ." v N

ad Rational Asset
L Manager

o

Ratlonal Ratlonal
Software Appllcatlon
Architect Developer
: App
=design & o
= code R

. Deploys
Hybrid Cloud app
Integrator stored in
RAM
A 4 V.,
. K ‘e, IWD for
. s e, workload
. ‘., deployment &
: s ‘*«management
Provision —
: Provisions /nfrastructh,re IBM Workload
off-prem :~' Initiate _..v Deployer (IWD)
- VMs 5 workload st
. deployment_.-
Qperatlons

Tivoli Service Automation P ff\’/‘l/\’/ls‘;on o
Manager (TSAM) o

Tivoli Service Request Manager 2
Tivoli Provisioning Manager User selects « Make service requests

- service to for test or production

Tester and/or \/!’

Production Deployer,

L
L
]
L
L
R
L
L
@

o
.

.
““
.

(ORI nstantiale— yollout that provisions the
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environment with the

configured application
 Operationally manage
deploymenté 2011 1BM Corporation




Details: Development & Deployment Scenario — “Team Development” workioad-based)

Application _g Rga

Application
(ear file, war file,
etc.)

Development

Architect & design
plication

Architect

Application™=
Developer

Coordinate team
development

Middleware
(WAS, .Net,

WebLogic, Tibco,

etc.)

Operating

System (aix,
Linux, Windows,
etc.)

25

PHyp,

Vmware/ O

KVM/Xen/
Hyper-V,
System z

Server/
Storage/
Network

SBCE,
SBCE+,

Increased
flexibility for
defining
delivery
process (e.g.
manual steps)
Increased
platform
coverage and
flexibility for
configuring
network &
storage
Enhanced
governance (via
integration of
RAM)

X

Deployment

Engineer

g

@ Deploys
Mw

Support of
complex delivery
process (e.g.

TRAHASRRSS

Drives
infrastructure
deployment
functionality of

Amazon
EC2

Exists today

=== Work-in-progress

To be done

TR

HCI

- RAM
retrieves app
artifacts from

Increased platform
coverage —

provisions & controls public
cloud infrastructure via

Integration of off-
prem cloud
services

Using RAM instead
of file system
delivers enhanced

Operations >
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Development, Deployment & Management Scenario woroad sase

Development @ ITLM  CCMDB | TADDM
. ITUAM TDS
woftware Architect $ TSRM J -
Deployment Engineer

L2
Defects "
L4
-

R4
R4
*

» Develop application artifacts »
» Specify application and
middleware deployments

: ] _|Rational
using standard service “J)| Team
templates Concert

» Generate application

deployment automation and
new service definitions

e
ITM/ITCAM J‘-ll------------- . —

data

.*"Monitors
K ;
p'......‘f'?....

) ) Deploys
Hybrid Cloud app
o T, Integrator stored in
> LT | RAM . =
| Rational | Rational ‘ s N IWD for
“~1]| Software “~7]|Application : e, workload
~_Architect Developer : o g Requests "*+., deployment &
* App R : _Provision ¢ add’l **«management
s o° : infrastructure ¢ resources .
=design & o © Omnibus / Impact ™ _
: Code "‘O : :. Tamg, .
‘ : art/facts“." : Provisions D IBM Workload
—. v N . oﬁ;—/;lavrlem SO nitiate ..» Deployer (IWD)
: S : : “"‘
P Rational Asset J . Sl dg’glfo’y%ﬁ] , Pt o
Manager . K o . )
@ : iy ““‘leeratlons #
Tivoli Service Automation :: et P ’@‘gﬂ,ﬂ?ﬁ"" Tester and/or \-/
Manager (TSAM) Production Deployer,
Tivoli Service Request Manager 2

Tivoli Provisioning Manager ““"‘User selecls » Make service requests
“

service to for test or production
“On-Ramp” J p
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instantiate— yoliout that provisions the
environment with the
configured application

+ Operationally manage
deDonmentg 2011 IBM Corporation




Details: Development, Deployment & Management Scenario worioad-based)

Development

Operations

X

Application
(ear file, war file,
etc.)

Application
Architect

A 4

RTC

Application >
Developer

X

Middleware
(WAS, .Net,

WebLogic, Tibco,

etc.)

Operating
System (aix,

Linux, Windows,
etc.)

Closed loop
from
management
back to
development
Policy-driven
mgmt of WAS
environment
Integration with
enterprise
service
management
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pHyp,
Vmware/
KVM/Xen/

Server/
Storage/
Network

Hyper-V,
System z

SBCE,

SBCE-+,
Amazon
EC2

Drives
infrastructure
deployment
functionality of

Deployment
Engineer

Deploys
MW &
app

IWD

Exists today

=== Work-in-progress

To be done

retrieves app
artifacts from

Drives change
via TSAM

cloud infrastructure via

/\

mgmt lifecycle process

Automate incident & defect

link incidents to defects

TSRM

Management of IWD-
controlled environment in
context of enterprise-wide

TSAM

cloud
IT™ =
m O’bus I
Impact
Requests
adding/ CCMDB
removing
nodes as
needed
IWD
| TADDM ~
Autonomically
manages
middleware DS
= ITUAM ..

provisions & controls public

monitors public cloud
infrastructure via

a
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Full Development, Deployment & Management Scenario workioad-based)

Development

Operations

» RTC
( Lo
§E Application _, p—) RAD
Architect 7l
Application .....................
(ear file, war file,

etc.)

% Application®
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MW &
app

TSAM

Drives
infrastructure
deployment
functionality of

Developer
\_
» Closed loop
Middleware from
S, .Net,
i/\\/lve%Log’?stTibco. management
etc) back to
development
» Policy-driven _—
mgmt of WAS
, environment
Operating - Integration with
System (aix, .
Linux, Windows, ente!‘prlse
etc.) service
management
pHyp,
Vmware/
KVM/Xen/
Server/ gyper'v‘
ystem z
Storage/ -
Network e
Amazon
EC2

Exists today
=== Work-in-progress
To be done

Deployment
Engineer

@ Deploys

—) R AM
retrieves app
artifacts from

Drives change
via TSAM

—— TS AM
provisions & controls public

cloud infrastructure via

Automate incident & defect
mgmt lifecycle process --

link incidents to defects TSRM

= TSAM

Management of IWD-
controlled environment in
context of enterprise-wide

cloud

IT™ =
O’bus I

Impact

Requests
adding/ CCMDB
removing
nodes as
needed

W
| TADDM ~

Autonomically

manages

. middleware DS

= ITUAM ..

monitors public cloud
infrastructure via

HCI

a
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Summary
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Agile Operation Cloud solution address

v Development and Operations teams collaboration challenges
v Hand-off from development teams is inconsistent and manual

v" Application component requirements do not match IT infrastructure
| BN |

' 'ndia dej
v I
hina d

v Deployment requirements are difficult to validate
v" Enterprise, Software & IT architects all use different formats S DeV
v No standardization or templates for reuse -

Operations
Manager
v Complex series of steps :
v" Deployment engineers often execute manual steps 2 .
v Not repeatable, prone to error )
v Automations are hard to build, maintain and reuse

v" Hard to tell what if the right things were installed

Deployment
Architect

o

Operations
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Question???
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