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Agenda

= How can you use history to improve your real-time
monitoring strategy?

= Are you getting the most from your investment in
monitoring and management solutions?

= How can you leverage history to improve your overall
performance and availability?

= What are the most effective ways to use history to solve
common problems?

= What are the optimal ways to collect historical
iInformation?

= How can you use history to become more proactive with
real-time monitoring and management?

Become More Proactive Through<Effective Historical Analysis © 2011 IBM Corporation
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The Importance Of History Data
Why History Can Be Essential To Your Overall Strategy

= Not all problems or events can be seen and analyzed in real time

— Inevitably some analysis will need to be done after the fact using such functions as Near
Term History, snapshot history, or report analysis

= History provides an understanding of what happened in the past
— History of application performance and response time
— CICS/IMS response time, DB2 thread activity, z/OS batch activity
— History of resource utilization and resource issues
— DASD, memory/paging, CPU, pools
— History of alerts and issues

— What alerts fired and how often
= History can be used to help visualize what may happen in the future

— Analysis of the past to help anticipate potential future issues/bottlenecks
= Use history to make real-time monitoring more effective and meaningful
— Use historical information to make real time alerts more accurate and relevant

— Include history in custom real time workspaces

Become More Proactive Through<Effective Historical Analysis © 2011 IBM Corporation
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Historical Data Collection Considerations

Cost Diagnostic
Of Collection Value

Monitoring And History Collection Trade-off

= Historical data collection varies in cost and quantity
— CPU, memory, and software process cost of collection

— Cost of data storage and retention
— Cost of retrieval and post processing
— Ease of review and analysis

= Some historical data will be more relevant and useful than other data
— Consider the context, nature, and meaningfulness of the data

Become More Proactive Through-Effective Historical Analysis © 2011 IBM Corporation
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Types Of Historical Monitoring Data

= Know the nature and characteristics of the history data being collected

= Detalil data
— Data that documents/measures detail of a specific event

— Often high quantity data and the most detailed for analysis
— May pose the greatest challenge in terms of cost, retention, post processing

— Examples — DB2 Accounting records in Near Term History, CICS Task History, IMS
Near Term History

= Summary data
— Data that summarizes underlying detail data

— Either an aggregation or an averaging of underlying detail records

— May be useful for longer term trending and analysis

— Reduces quantity of data and reduces cost of retention, post processing

— Less detail may mean less diagnostic value

— Examples — Summary data in Tivoli Data Warehouse, summary DB2 trace data

Become More Proactive Through<Effective Historical Analysis © 2011 IBM Corporation
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Types Of Historical Monitoring Data - continued

= |nterval data

— History data that includes an encapsulation of one or multiple events within a specified
time interval

— The data will include all activity within that given time interval
— Useful for problem analysis and trending analysis
— Examples — DB2 statistics records in Near Term History, Epilog IMS or z/OS history

= Snapshot data

— Typically a point in time snapshot of activity
— Snapshots are usually based on a specified time interval
— Snapshots may be taken of types of history (detail, summary, or interval)

— Snapshots will show activity at time of the snapshot, but may/may not reflect activity
between snapshots

— Useful for problem analysis and trending analysis
— Useful as an aid in setting alert thresholds

— Examples - OMEGAMON DB2 PE GUI snapshot history, Tivoli Data Warehouse
snapshot history

Become More Proactive Through<Effective Historical Analysis © 2011 IBM Corporation
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OMEGAMON History Collection Options

IMS

A

TRF
IMS Log
JLF/NTH

TDW
Tivoli Data Warehouse

Linux, UNIX, Windows, z/OS

Become More Proactive T-hrough<Effective Historical Analysis © 2011 IBM Corporation
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OMEGAMON History Collection Options - continued

Mainframe
Networks

TDW
Tivoli Data Warehouse

Linux, UNIX, Windows, z/OS

Become More Proactive T-hrough<Effective Historical Analysis © 2011 IBM Corporation
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OMEGAMON XE For z/OS History

OMEGAMON XE on z/OS provides history data in the
form of Epilog history

4 — Service levels (elapsed times and response times)

— Resource utilization data

— Degradation data (bottleneck analysis of z/OS workload)
Epilog history may be accessed via CUA interface, batch
jobs, ISPF command interface

— Sample batch reporter JCL is in hilev.RKANSAMU(KEPPROC)

OMEGAMON XE on z/OS provides snapshot history
data and supports the Tivoli Data Warehouse (TDW)

— Data is stored in the TEMA/TEMS in the Persistent Data Store (PDS)
— Data may be optionally sent to the TDW

— Data may be summarized and pruned using the TDW
Cost of collection relative to value
— Epilog — low cost (=D Useful for problem analysis
TDW — Snapshot — low cost <@@===2> Useful for trending
Tivoli Data Warehouse
Linux, UNIX, Windows, z/OS

Become More Proactive Through<Effective Historical Analysis © 2011 IBM Corporation
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The Value Of OMEGAMON z/OS History

Epilog - historical problem analysis

e e T T e e et e T
Job = PAYROLL JES Number = 2544 Job Steps
Job Class = T Account Number = B35G Input Queu
From 09:12 To 89:14 On 08/081/99 Elap =

e R e LW S i s o, P o e o PNt Lo e L et A L P LI L o Lo o

WAIT Reason Time @1 2 3 4 5 6 7
Using CPU B.0% S . | -
Swapped With WTOR 52.65 5 59.9|------------===========>=
Tape Mount Pending 25.05 5 28.5|-----------=
ECB Wait 5.81 5 &.7|--=
Tape IEFUB4 522 Que 5.01 5§ 5.7|--=

Epilog history provides
historical bottleneck

EOHEDNENEZ

]

TDW - visualization

analysis data correlated with

resource and usage data

Use Epilog for historical

problem analysis

Use TDW for highlighting

peaks and trending utilization

(use as input for setting alert
thresholds)

Become More Proactive Through: Effective Historical Analysis

TDW is effective at providing snapshot
data for trend analysis
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OMEGAMON XE For CICS Provides History Options For
History Detail, Near Term Detail And Trending

= Task history (also known as Online data viewing)
P cIcs provides detailed CICS transaction level history

— Detailed transaction-level data stored in an ONDV task history file
(wraparound VSAM file — one per CICS region)

i
i
..gl

A

— Easy to access/filter — very good detail

= SMF 110 records
— SMF 110 subtype 1 records - CICS task level data
— CICS Statistics data (SMF 110, subtypes 2, 3, 4, 5)

— Information collected on an interval basis and/or end of day

— Note — OMEGAMON may optionally add additional detail to SMF 110
records

= OMEGAMON CICS provides snapshot history data and
supports the Tivoli Data Warehouse (TDW)

— Data is stored in the TEMA/TEMS in the PDS and optionally sent to the
TDW

— Data may be summarized and pruned using the TDW
= Cost of collection relative to value
— Task history — low to moderate <¢=====)> Useful for problems

— SMF 110s — typically low <&=====p> |mportant for reporting
— Snapshot — typically low <G> Useful for trending

TDW
Tivoli Data Warehouse

Linux, UNIX, Windows, z/OS

Become More Proactive Through- Effective Historical Analysis © 2011 IBM Corporation 11




Actions GoTo VMiew Index Options Help

05731711 . .
KC2T01D Task History regi Even though history volume is

Fastpath: =H . g g
often high, Task history is easy to
Search range . . 00/00/00 00:00:00 00/00/00 00

Display rpmes Sttt St e 47 05/31/11  11: navigate/filter to identify issues
Summary of tasks

T=Trace More: +

Task Tran Task Term CPU Resp Storage File Abend
1D Number 1D Time Time HWM 1/0 Code

CWBG 219 n/a -‘ ! GoTo Index Options Help

CSOL 4 n/a
CSOL 4 n/a
CWBG 218 | n/a |
csoL dl n/a Task number . . . . : 4 Transaction ID . . . . . : CSOL
CSAC 217 P40l
csAacC 216 2006 Overall Elapsed time: 0:31:27
CEMT 215 | zoos |IH
CSsAC 214 2006 Dispatch time .

CSAC 213 Z006 QR TCB elapsed t1me
CSAC 212 Z006 Other TCBs elapsed

CSAC 211 2006 CPU time ]
Pt atatad A e latat= RLS CPU time

05731/ ) M
KC2T031D Task History Timings Re Deta” 11
")

. 000085 Suspend time . . .. 1 31:27.43
000024 Total I/0 wait t1mes .. .000s

. 000060 Total other wait times . : .000s

.000083 15t dispatch delay . . . : .000000
. 000000 Re-dispatch wait . . . . : . 000057
RMI elapsed time . 000000 Exception wait time L. mojololololo]
JVYM elapsed time . 000000 Program load elapsed t1me .000000

CICS taSk hlStOI‘y IS easy tO .: Syncpoint elapsed time . : 0.000000
access via CUA/Classic 3270
and via the Tivoli portal

(oo NoNooloiol

Navigate for detail

Task history provides
Important task level detail
for problem analysis

{Details> <Storage> (Timings) <(Statistics> <(Task Terminal>
E1—_Halr | e PO =P FCL_—_Dafrochk Ch—Tnnecala F10—O~t d0am B o | i I N o N CAL_—Daridom
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OMEGAMON XE For DB2 PM/PE
History Collection Overview

Become More Proactive Through- Effective Historical Analysis © 2011 IBM Corporation 13
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OMEGAMON DB2 Near Term Thread History
Easy Access To History Within OMEGAMON Classic Interface

[f
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View thread level data (Accounting detail or summary)

/C DSNC 07/25/09 9:24:57 3

View DB?2 Statistics data (interval data) Down PFS Zoom PF11
> Enter a selection letter on the top line.
>
> *-BY PLAN B-BY AUTHID C-BY PLAN,AUTHID D-BY AUTHID,PLAN
> O-OPTIONS
> THREAD HISTORY BY PLAN
HAGP
+ Report Interval: 15 mins
+ Report Filtered: NO
plan
+ Thread Summary Not Available, Data Collecte@VERNATUEIAIGC\ Nl olilo]gFH
+
+ DLk/ 1In-DB2 1In-DB2 In-DB2 GetP/
+ Plan Thrds Commit Abrt DML TOut Elap Tm CPU Tm Wait Tm Getpage RIO
F e e e e e e
+ ASNQA910 9 90 O 1486 0
+ ASNQC910 1 10 0 20 0
+ DIST%ETV 15 49 30 117 0

NTH is highly detailed, easy to filter
F11 to see more detail on a specific thread and access via 3270 interface, and is

highly useful for problem analysis

Become More Proactive Through- Effective Historical Analysis © 2011 IBM Corporation 14
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OMEGAMON DB2 Snapshot History
Scrollable And Easy To Access Via PE GUI

Slide the scroll bar to

& DSNC - Thread Summary move history time frame
Thread Summary  Selected  Vieww  Tools  Window  Help
@ & 0
bas History 4 [Sep2200 | [ 164519 9/2/1024513PM V zn@ @
— oS )
Fefrest Manual - g Ay 042410 10:35:50 AM 82410 4:31:16 P

Primary Authorization | Total Getpage Request | Parallel thieads | Member | Plan | CPU Class 2 | Program Mame | CPU Class 1 | Elapsed Class 1 | Elapsed Class 2 | Total Class 2 | Connection 1D | Reque

DDS0510 20K 0 M/ Dl 0212428 5v5LHZ00 0212587  O5A18.412 0623957 0085851 SERVER [~
DDS0510 24K 0 M/A DI 0194803 5¥SLH200 0194760  0:56:07.951 0595151 0125645 SERVER
DDS0510 20K O MNP Dl 0214595 S¥SLH200 0214322 0:F44.492 0F98267 0051097 SERVER
[ P [ o T | ) LS B S | A ) ) N PN [N Tt b LSS L Iy T U.D-\.HII'"‘ [N N SETTYETT
DDS0510 20K O MNP DI 0215566 S¥SLH200 0215751 0:55:31 495 0835353 0351939 SERVER
DMET356 oK, O M/A DI 0009752 5¥SLH200 0010223 1:09:24.301 0033705 0011043 SERVER
DMET356 oK O MNP Dl 0000844 SYSLH200 0001036 1:0%:25.E95 0.002251 N/ SERVER
KLTAYLO 10200k, O MNP Dl 00413521 SALCIFOA 00430456 13d 32320464 01021080 0271977 SERVER )
DBZPM NP 0 M/ KO  (FESS88 NP 1.757291 1:25:48.501 0701446 0004503 RRSAF 3
DEZPM NP 0 MNP N 000712 NP 0029918 1:27.01.179 0079383 0008374 RRSAF
_ _ _ 1:27-03.080 24097320 0277531 RRSAF
Snapshot h|story prov|des drill 1:27:03.087 R41FFE2 4901371 RRSAF
1:27-03.474 0040625 0001323 RRSAF
; ; ; 1:27:03.523 0040050 0001474 RRSAF
View history data in context 0:19:19.426 0267883 0149808 RRSAF
N/P NP N/ RRSAF b
N/P NP N/P CICSACET
N/P NP N/P CICACEIO ™
'(] X ; 111l . | [>]

Become More Proa e OuQ ective orical Ana © 20 B orporatio
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OMEGAMON XE For DB2 History Collection Summary

= Near Term History

— Accounting (thread detail) and Statistics stored in a set of
VSAM files — primary access via 3270 interface

— Very detailed — useful for problem analysis
Performance Warehouse

— DB2 trace data (Accounting, Statistics, Performance)
stored in DB2 tables

— Collection and objects managed by OMEGAMON
— Detail and quantity of data is variable

Performance Database

— DB2 trace data (Accounting, Statistics, Performance)
stored in DB2 tables

— Collection and objects managed by user

— Detail and quantity of data is variable
Snapshot history — PE GUI

— Snapshots on a user defined interval

— Easy to view and navigate via the PE GUI interface

TDW snapshot history (different from PE GUI)
— Use PDS and TDW infrastructure as other OMEGAMONS

TDW
Tivoli Data Warehouse

Linux, UNIX, Windows, z/OS

Become More Proactive Trotgh<Effective Historical Analysis © 2011 IBM Corporation 16
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OMEGAMON XE For DB2 History Collection Options
Considerations And Recommendations

= Near Term History (NTH)

— Detailed history data that is easily accessible
— NTH is often the most costly to collect in most shops

— Cost of collection —moderate to high <Gmm=p> Value — usually high
Performance Warehouse
— Detail of data and cost of collection varies depending upon user requirements

— General recommendation — use when desired for lower cost/quantity data
Performance Database
— For higher quantity/detail requirements

— Provides more manual control for higher volumes of history data collection
Snapshot history — PE GUI

— Easy to access and low cost to collect — requires the PE GUI

— A low cost alternative to NTH @@= |imitations of snapshot data collection
TDW snapshot history

— Cost of collection - low

— Useful for trending analysis, not as detailed NTH or PE GUI snapshot

Become More Proactive Through<Effective Historical Analysis © 2011 IBM Corporation
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OMEGAMON XE For IMS History

= Epilog provides IMS history
— Service levels (response times), resource utilization data, and

degradation data (bottleneck analysis of IMS workload)
— Detall is limited - interval/group based

— Cost — low <=2 \y/3lue - moderate
= Near Term History (NTH)

— Transaction detail history (tran level/call level detail)
— Easy to access via 3270 Classic interface
— Data collected to Journal Logging Facility (JLF)
— Cost — moderate <@=====P> Value — moderate to high
= Transaction Reporting Facility (TRF)
TRF — DB call level detail and summary data written to IMS log
— Useful for chargeback and some performance analysis
ILE/NTH — Cost — high <€@=====P> \/glue - limited use/requires batch

= Snapshot history data and the Tivoli Data Warehouse
(TDW)

— Data is stored in the TEMA/TEMS in the PDS and optionally sent
to the TDW

— Data may be summarized and pruned using the TDW

TDW — Cost of collection is low — data is useful for trending analysis
Tivoli Data Warehouse

Linux, UNIX, Windows, z/OS

IMS Log

Become More Proactive ThroughtEffective Historical Analysis © 2011 IBM Corporation 18
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OMEGAMON IMS Historical Data Collection Alternatives

Epilog data is interval based

EPILOG/IMS V420 09/29/09 7:13 Mode: PAGE

S s cful for analysis of bottlenecks relative

+ - - to overall system workload

1 Transaction Group = 1 Symbolic Nal

i Period: 05:59 to 06:14 on 09/28/09 >

e e ——————————————————————————————————————————— P _

H RESPONSE TIME DATA

e —————————————————————————————————— e e e

1Response_Component Avg. Rsp. Time Trans. Count Rate (per min.) |

Input Queue H 0.00 S H 0 H .00 H

1Pgm Input Queue H 0.05 S H 56 H 3.81 H

1Processing H 0.73 S H 55 H 3.74 H

1Response time 0O H 0.77 S H 55 H 3.74 H

10utput Queue H 0.00 S H 0 H .00 H

1Response time 1 H 0.00 S H 0 ! 00 !

e 4 __ Enterprise Portal

H DEGRADATION DATA SR

A e e 40 BESCOADE He¢EHY QLACONUDEVNEp RO &M@ | B
!Competing_State Time % 10 1 2 |[Cimow i
IMVS Waits 0.24 S 14.3}-——-- > . |RRE OW allo or trendina of ke o
! PGM Fetch 1/0 (0.24) S (14.3)}———- > -

1 IMS Waits 0.49 S 28.6j--———————-->

i Iswitched to CTL  (0.49) S (28.6)}——————-——--3

AG (0.00629)

Trend key IMS performance metrics with TDW

Response time, Bottlenecks, Transaction rates, Queue depths, mrr————————————————————
Buffer/pool performance

Become More Proactive Through<Effective Historical Analysis © 2011 IBM Corporation
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KUINTVS VIM ul-11

Back PF3 w rrz View alist of recent transactions.
Transactlon history data is recorded
" in the Journal Logging Facility (JLF),
A - Manage Trace * - View Trace ¢ - and viewable in Classic interface.

I

m

—
T

(H.B.B) View Near-Term History

R R R R N

NTVS
Strt Datel\Time

+ +

: : DFSSAMBZ IMS39AMS1 USEROO14 0.004384 00.000000
12701 HC B PART DFS5AMB2 IMS59AMS1 USEROO13 .004491 00.000000
12701 143 PART DFS5SAMBZ2 IM59AMS1 USEROOOJ .004200 00.000000
12701 H H PART DFEFSSAMAO? THMS9AMS1 USFROODOD?Z? 00 00357 00 000000

12701 : KOINTVHW VTHM 0I-II Va20./C 191A 12/01/08 18:53:12 B |

12701 drl” down for deta'l Back PF3 Up PF7 Down PF& Zoom PF11

12701
12701 : : PART DFSSi] >

12701 . . PART DFSS (H.B.B) View Near-Term History Overview
12701 : : PART DFSS
12701 : : PART DFSSI . . L
12701 . . PART DFSS A - Application Trace Facility
12701 : : PART DFSS
12701 : : PART DFSS
12/01 : : PART DFSSI

NT VW
Transaction . . . . PART PSB . . . . . DFS5AMOZ
Logical Termlnal . . USEROOOS Transactlon Class
Region Type . . . . . HPP Message Source.
Region ID . . . . . 4 Primed Message.
Jobname . . . . . . . IM59AMS1 Step Mame . .
UserID. . . . . . . . USERO0Q0SB Quick Schedule
Abend Code. . . . . . Current 5PA Size.
Start Date. . . . 12/01/08 Start Time. . P : : .
Total Elapsed Tlme. . 0:00:00.003.220 Total CPU T1me P : .00 . 000
Response Time (RO). . 00:00:00.007.175 Storage Used <16mb.
;e Time (R1). . 00:00:00.007.028 Storage Used »16mb.

View call level detail for Total gverage

Elapsed Time Elapsed Time

SpeCIfIC transactlons {mm:ss.ttt.iii) {(mm:ss.ttt.iii

+ DLI DB 00:00.000.115 00:00.000.115

+
+
+
+
+
+
+
+
+
+
+
+
+
+
+

+FFF o FE
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OMEGAMON XE For Storage History

= OMEGAMON XE For Storage makes extensive use of
the Persistent Data Store (PDS) for data collection
= PDS data may be accessed by both the CUA 3270
and Tivoli Enterprise Portal interfaces
= OMEGAMON Storage provides numerous product
provided Tivoli Enterprise Portal history workspaces
= Cost of collection
— Potentially high since many shops may have thousands of
devices to gather information about
— Observe best practices for OMEGAMON Storage monitoring
— Avoid redundant monitoring of devices
— Group related devices and use wild cards to set options

— Consider options carefully when monitoring at the application
and data set level

— When defining history in the TEP and TDW consider quantity of
data being collected
— Number of devices, controllers, data sets, applications

TDW = Value can be high, but so can cost
Tivoli Data Warehouse

Linux, UNIX, Windows, z/OS

Become More Proactive Through- Effective Historical Analysis © 2011 IBM Corporation 21
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OMEGAMON XE For Storage Provides
Trending/History Information At Several Levels

o

I

B cache CU Performance - ITMDYDZ24 - SYSADMIN *ADMIN MODE

File Edit View Help - |
‘ﬁ@,*,|m|@%g@]@|“ B wvalume Cache Trend EoRE@&200%S |
< B volume Cache Histary
2 M T 2 M H B % |lgwrite Hit Percent £ 2 @0 B O %
E’ | H Q, E Cache CLU Histaric Raid Rank 4 G a
View: |Physical bl
i . — ]  Cache CU Raid Rank Trend
& g : -
= Cm_@@L'SPnBTORAGE E TotalStorage Ranks 6.0
Application Surmmary ]
channel Path E TotalStorage Array Configuration o
Cache C iy L [ TotalStorage CU Volumes
Workspace b
Cache CU Status e 5  TotalStorage Extent Pool Yolumes £4.0
[l i . o
1|__ng|c;?3| Ll Take Action.. ""E Totalstorage Edent Paal Trend < B
o Tape Group ) & o4a.
Link To... 4 B
Vitual Tape Subs E TotalStorage Ranks Trend 4
SMS Storage Grou 0 Launch.. EH  TotalStorage Yolume Trand < 22
SWS Storage Groy| [ Situations .. [ TotalStorage Rank History < 15.0
Ll - ) i
User DASD Group| [T splitvertically B TotalStorage wolume Histary <
User DASD Group) |5 gpiit horizontally [ TotalStorage Configuration z B T i & & 2 &
Ll HM Staty T g g 2 il i 4 a 2 = 2
rint Preview. . '
2 Physical = [— [ cache CU Destaging Trend Subsystem ID
e = Cache CU Vaolume Destaging
|1 DFW Hit Percent Q  Findt. ; 1 == % | lg Track Destaging Rate s 2 0 B B %
i B wolume Destaging Trend 4 LEH
Properties... =
2 3 . B valume Destaging Histary < o)
O cache cU Staging Trend <@ .
b=
o O E  cache cUValume Staging & &0
5 - @ a0
£ 40 =2 -
- : | | | | | ! i 20 ]
a = 0 " o I T e |
] [ h h o Fa Fa h h @ @ o b b 8 h th [ux] o w
i & 8§ 8 8 ¢ Su gl gl gl gl gl gl g
Subsystem 1D S e Subsystem 1D
{71 cache Control Unit Performance Report s 2 @ B O =
3 Q
Subsystern | Control | Read Hit | Write Hit | Read 1i0 | Bypass Cache | Inhibit Cache | DFW Hit | DFYW Retry | CFYW Read | CEW irite e Track Track Storage Facility
D Linit Type | Percent | Percent | Percent Fercent Fercent Fercent | Percent FPercent Percent Destaging Rate | Staging Rate Series
ﬁ 2585 2105 a9 2 99 6 937 0.0 0.0 1000 0.0 nia nia 435 | Shark ;I
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OMEGAMON XE For Messaging History

- = OMEGAMON XE For Messaging provides snapshot history
MQ data and supports the Tivoli Data Warehouse (TDW)
— Data is stored in the TEMA/TEMS in the Persistent Data Store (PDS)

— Data may be optionally sent to the TDW

— Data may be summarized and pruned using the TDW
= OMEGAMON XE For Messaging provides many history
workspaces out of the box
— Examples of product provided workspaces include

— Queue statistics, tran/program statistics by queue, Message
statistics, Page set statistics, Message manager performance, Log
manager performance, Channel performance

= Snapshot data is easy to access within the Tivoli Portal
— Cost of collection is low <Gmmm=»> value is moderate to high

TDW
Tivoli Data Warehouse

Linux, UNIX, Windows, z/OS

Become More Proactive Through- Effective Historical Analysis © 2011 IBM Corporation 23
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Accessing OMEGAMON Messaging History Data

Huml]
I
i;:El

- Queue Statistics - ITMDY¥D24 - SYSADMIN *+ADMIN MODE* = |5 Iﬂ
File Edit View Help
t@-»- 00 BASD80UD NOLHEHY QLAACHLDNENESBASO B4 S | "
Wu& = M0 = g Queue statistics Summany s 2 M H O =
& @ wiew: [Physical = & | | @
LI . [ iy ey e e
Application Debugging g I g
I OMEGAMON Messagin —
Buffer Poal Statistics d d d 1 Mopen queues
Channel Definitions pro UCt prOVI e real tlme EﬂNumbelQueuesuuithHighDepth
Channel Initiator Status . . B vumber of Queues Getinhibited
and historical workspaces Chumterof Gusues Pu it
Cluster Queue Manager
Dead-Lefter Queue Messages
Log Manager Performance —| ||.0z Queue utilization S 2 @M B 0O %
Message Manager Perfarmance i E—‘a
MG Series Events
FPage Set Statistics
. Gueue Definitions (isisdame
Queue Manager Status
QUEUE Statistic 1
Gueue Manage Gyl " = 1
1 B WE WET Eramewnr Take Action... M E b QUELE BIEISES I
: [  RecentQueue Statistics I =t il = o1 e ld el 100
= Physical Link Ta N 1 Percent Full
5 Historical Queue Statistics [ |
[7] oueue Statistics (] Launch. B Queue Parameters D 1 AT = T T
Queue | Queus | Definitio Siuations, B TrarPam Statistics by Queue Drl” down for Creation Storage
7 Mame | Usage Type | [0 Splitvertically E  RecentTran/Pgrn Statistics by Queue ate &Time | Class
SYST.. |Mormal |Predefin) = spiit harizantally . . : : : ¥12/06 23... | DEFAUL.. [T
Histarical Tran/Pam Statistics by Queue —
Z [mEon... | Normal | Predefin, : : B 4 ¥ hlStOfy Wlthln /10/06 23...| DEFAUL. | €
y  Print Preview.. B Queus Messages
... |Mormal | PermDy =S : h
ﬁ KMGQ M I[P O 906 23, | DEFALL. | T
& |KMCI. |Normal | PermDy] & Frint.. 5 Message Descriptor t e TEP MM06 21... | DEFALL. I
# [wma. |Mormal | PermDyd A Find O MWessage Contents " " P 20/05 15 | DEFAU.. | 1—
# [cics.. [Normal | Predefn, Properties... M  currentMessage Statistics Enabl..|ves |Mo MNone 1 0| 09206 23| sYsvo.. |0
ﬂ KMa.. . | Marmal | PermDyn 1] 1] E Current Message Statistics by Gorrelation 1D Enabl.. | Yes Ma Mane 1 0| 0920/0618.. | DEFALL. | C
ﬁ CE04. . | Marmal | Predefin... 0 1] E curtant Messane Statistics by Anplication Name Enabl... [ ¥es Mo First 1 0| 0924/06 18, | DEFALL. | C
# | cse4... | Normal | Predefin... 0 0 J Lo Enabl.. | Enabl..|Yes |No First 1 0| 09/24/06 19... | DEFAU.. |0
R nrm R e n " ] current Message Statistics by Group ID s e e e [ PR 5 T B e e oy _rlll
4 »
E  RecentMessage Statistics
] Historical Message Statistics |

| ||®HubTimE:-Tue, 0&/3172011
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OMEGAMON XE For Mainframe Networks History

Mainframe
Networks

TDW
Tivoli Data Warehouse

Linux, UNIX, Windows, z/OS

OMEGAMON XE for Mainframe Networks provides
snapshot history data and supports the Tivoli Data
Warehouse (TDW)

— Data is stored in the TEMA/TEMS in the Persistent Data Store (PDS)
— Data may be optionally sent to the TDW
— Data may be summarized and pruned using the TDW

When configuring history in the TEP/TDW

— Be aware of relative number of rows per snapshot and snapshot
frequency when specifying collection

— Example- application level versus connection level history

OMEGAMON XE For Mainframe Networks provides
trending history log in the CUA 3270 interface

— Data is logged and viewable in CUA

— Recommendation - the most current information is in the Tivoli Portal,
therefore focus history efforts in the TEP

Cost of collection relative to value
— CUA log — typically low <@=====2> | mjted data — use TEP

— Snapshot — typically low <@=====> Useful for trending/analysis

Become More Proactive Through- Effective Historical Analysis © 2011 IBM Corporation 2 5
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OMEGAMON Mainframe Networks Example
A Custom Workspace Showing Network Problem Indicators

B Ew - IP Stack History - ITMDYDZ24 - SYSADMIN *ADMIN MODE* _ol x|
File Edit View Help
te--[DEH BBES2D8DR NOLHS ALAACHEDENE Y BEd&DDES |
4 Havigator -l 7= TCP Sessions # 2 M B B x |[applications T 0 B 0O =
& e ; = 3
» I? V'EW'|Ph\’rS'Ca| |j Q‘ @ ﬁ % Applicatian Byte Connection Active Acceptec
L IPSec Tunnels - e MName Rate Count Connections | Connectio
L osa e e e P Y e P P P P R
. |7 | §FTP221 281 2 1 N
Le TCPIP Mermory Statistics #Z g2z o - 7 W
a a ﬁ F45D5ET 13126 27 13
Create a custom workspace tracking metrics that may o e = - |
indicate potential network issues g L ik :
- rar=ram Link to TCPIP
. q c R # |kapssT22 - - c
Provide links to related workspaces for further analysis N rarrnra application detalil
TCP Session Count
— R ]
= TCPIP Exception Indicators s 2 0 B O %
el R R
100
[
I.Input Discard Persentage
Pl Ot !‘Dutput Discard Percentage
1 UV Reassembly Failure Percentage
p Oten tl aI |‘Flagmentation Percentage
i.Flagmentation Failure Percentags
TCPIP StaCk TCP Retransmit Percentage
g e U e e G Ly T et e i S e % UDP Discard Percentage
problem 5 £ 2 5 3 % % 2 2 B 3§ B Z % Z 3 2 = B B 3§ B & & g g
. d 8 B8 8 B B B B B B B B B B B B B B B B B B B B B B B B
In ICatorS mary Table s 2 @D B O %
B Q
) Receive Input Input Output Output Transmit Input Input Input Input Input Qutput
CDT”“";;'ED” Datagram | Packet Packet Patket Packet | Datagram | Datagrams | Datagram | Datagrams | Datagrams lnli?:ltiv[;atagar?em Di':fa”rtds Discard D?S“C‘gr“[}s Discard
Rate Count {in &) Caou i i i B = g Errar Deliverad r Percentage Percentage
02091011:02:20 41977 0| 6205 1 i 264498 52900 I} i] i} i
‘I Tabular performance history ’
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Using History To Become More Proactive

= A strategy to be more proactive

—Visualize - Control - Automate

= Use history data to improve the visualization of system activity and
resource utilization
— Use history data to identify peaks/valleys/bottlenecks
— Use trending and visualization to identify potential issues
= Use history to improve control
— Customize workspaces, views and navigation
— Identify and isolate issues and take corrective actions
= Use history to improve automation
— Improve alerts by making situation thresholds more accurate and relevant

— History data can be used as a reference point to make sure threshold levels in
situations reflect real problems

Become More Proactive Through<Effective Historical Analysis © 2011 IBM Corporation
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Considerations For Collecting Tivoli Data Warehouse
Snapshot History Data

= Avoid the “turn on everything” method

— Turning on everything will result in a fire-hose of information that will potentially obscure useful
information, waste space, increase cost of collection, and slow down data recall

= Project potential volume of history being collected
— Warehouse projection worksheet provides a means to calculate

— Here is a link to documentation for the tool:

= Consider options for history data retention
— Many deploy TDW with DB2 on a Linux/Unix/Windows type platform to collect and house data
— You may optionally store your history data on DB2 on z/OS

— Requires DB2 on z/OS at the V9 level, or above
— Here is a link to a white paper that goes through the setup of TDW on DB2 on z/OS:
— http://www-
03.ibm.com/support/techdocs/atsmastr.nsf/5cbh5ed706d254a8186256¢71006d2e0a/b327c2
b1683071e28625786400634a7f/$FILE/TDW_DB2_ ZOS_Considerations.pdf

Become More Proactive Through- Effective Historical Analysis © 2011 IBM Corporation 28
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-Select Attribute Groupis)

OB B |

Frune
Detailed

[ Lotus Daominn -]

“ Eroup
[E Messaging

Summarize
Hourlhy

Prune Summariz ‘
Hourly Diaily

(& Micrasoft MET Framewark Sysplex DASD Group

Losea o : | =T

[ Microzoft BizTalk Server Agen it
| 30 Days

[ Microsoft Cluster Server Ager & System CPU Utilization

On

[q:_ Microsoft Exchange Sener WSl QLT ST

pag ey

o

BEEEEEE

™

[&] microsoft Hyper-v Server Tape Drives

& microsoft s Toplser

E&

[&] microsoft SharePoint Server USE Address Spaces

| Microsoft SAL Server IJSS BPXPRMx Values

[ Microsof virtual Server USS Kernel

[ mysap USS Logged on Users

[ retview for 205 Enterprise b USS Mounted File Systems

[ OMEGAMON XE for CICS onz j

-

2] OMEGAMON XE for CICE T |

[ OMEGAMON XE for DE2Z PE &

B OMEGAMON XE for Mg anzi¢. | || ©oMMauration Control

HERHEEDDEE

Enabling TDW
History Collection

Example — specify System CPU
Utilization history collection

Summarization and

retention options

[ Lotus Domino

[ Messaging

& Microsaft NET Framewark

| Microsoft BizTalk Server Agen
2 Microsoft Cluster Server Ager
Microsoft Exchange Server
Micrasoft Hyper- Server

&4 Microsoft 1S

Microsoft ShareFaoint Server

Cost of collection/retention
Is usually a function of

frequency of collection
and number of rows per

@] OMEGAMOM XE far Mainfram “Summarization “Pruning
=8 DMEGANMURN AE Tor Storage g [ Yearly [ Yeatly keep |Years |Z|
= (3 [OMEGAMGN XE on 2705
Guarter! Quarter! kee Years
[# Systern CPU = /i = i £ | =]
AR RSN s [T Manthly [ Manthly keep [Months =
& oracle & [ ] Waekly [ Wieekly keep | ||ru1|3nlhs [~
& Oracle Databaze Extended : ]
¥ Dail ¥| Dail ki 1[]Y -
& Peoplesoft Domain ] Daly [v] Daily aep | [ears
PeopleSoft Process Schedul [ Hourly bl [T - &
(& Performance Analyzer Wareh Vi Detailed data keep | 30| |Days EI
8] Rokotic Response Time
i@ Sictel | o | Clear all | 00 —_—
J Basic | Distribution |

~Attribute Group-

|System CPU Utilization

‘Mame

|3vstem cPU

snapshot

. :IMicrnsnﬂ SharePaint Server

~Description

HEEREERBEEE

& mySAF

| Metwiew for Z0OS Enterprise b
GAMON XE for CICS on z
GAMON XE for CICS TG
GAMOM ¥E for DEZ PE a
GAMON ¥E for IMS on 2i(

GAMON XE for Mainfram

Consider warehouse interval
to avoid surges of data to TDW

Become More FJroactive Through< Effective Historical Analysis
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|Ncaliection interval: |15 minutesll

-

Collection Location; [TEMS |~ |

\arehouse Interval: |1 hour |~ |

Specify snapshot interval
and frequency of sending
data to TDW
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Example - Use The TEP To Create A Custom Workspace As A
Starting Point For Historical Data Analysis

B Ew system CPU History - TTMT-BASEWINZKS - SYSADMIN = |ﬁ' |£|
File Edit ¥iew Help
@ -»- [DH HASBANR HOSLER QLALACINIIERNE P BEA&DM 3
o} Havigator £ @ H | |[ system cpu utilization s 2 0B O %
9“ I_T’:’ Wie: |Physica| E‘ Q e} Q .
Q DASD MYS e A Real tl l I l Average Average . : o =
. WEraAge RMF Mv5 Average IF&an CFP Average JIP on CF M5 4 Hour HiperDispatch | Pardition | Parition
L) DASD Mvs Devices CPU Percent | CPU Percent | CPU Percent| TCB% | SRB% | IFAPercent| "o = | ZIIP Percent| S5 =5 | Overhead MSUs Management | LCPD% | PCPD%
Enclave Information
% Endiniie. Resare: ahi Lotk Sifmary ﬁ 38 11.4 32,767.0 12 2 0 0 1] 0 3| Unavailable | Unavailable 17 17
L] LPAR Clusters
Q Operator Alers [7] system CPU Utilization Interval History « 2 @ B O x
L] Page Datazet Activity Iz a
] Real Storage
L] [Eystem CPU Utilization i Recording Time | Aerage RMF MyS | RMFLPAR | Total | Total | Average I?X‘aorﬁ%ep Average Zﬁgeorﬁggp MV 4Hour | HiperDispa
] System Paging Activity CPU Percent | CPU Parcent| CPU Percent| TCB% | SRB% | IFAPercent| "o o | 2lIP Percent | ©p o | Overhiead MESls Manageme
I;' Tape Drives ﬁ 0562611 01:00:00 9 11.8 32,767.0 9 2 0 0 0 0 3| Unavailable Unavailable;l
L User Respanse Time A | 05126011 01:15:00 0 0 0 3| Unavailable | Unavailable
L] Wi Service Class Resources M [ # | oszen1 01:30:00 0 0 i 3| Unavailable | Unavailable
L] 2105 UNIX System Services Overview x A | 0812611 01:45:00 0 0 0 3 Ulnava_ilabl_e_ _Unavailaﬁ;
5 ; e
i @ Last 12 Hours
= System CPU Historical Trend Ao Mo B B %
e =R RS)
100 =
History plot chart A
Cemt Average CPU over the past 12 hours /
80
\ A \ l ,
x \ \ |.A\rerageCPUPercent=
” j \ \ AN
—T+]
L4
B e R O o o T i o ey SO L~ -..._‘____// ™ ..—--v‘/h__""'—"\-.( \__/
i
B 0B B OB OB B B B B B B B B B B 2 2 3 2 2 2 B B B B 2 2 =2 2 B B 2B B B 25 2
Soo o B o B0 B S SO S S R SR O B o B o B o o o e o o o o O O O A D 0 DR
= = = 5 B & F B B ¥ © ® = = 8z = = =8 5 5 §5 &5 &5 5 = = g = = = = = = 5 & &
5 8 & 5 & & 5 B & 5 5 & 88 B & 5B & & 5 5 £ 5 B & 5 B & 5 5 & 5 B & 5 B &
2= 8 8B 8 &8 8 8 B8 B 8 8 8 8 B B B 8 B8 B B B B B8 B B B B8 B B B B B B B B
i Last 12 Hours.
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Use A Situation To Track A Monitored Baseline
Help Determine Where To Set A Threshold Level

B Ew System CPU History - TTMT-BASEWINZKS - SYSADMIN

File Edit Wiew Help

==l x|

fa@-»- D BRASD80HM HOLEN QQLhAACHDHADNERNEZEELTEE |

%WemCPUHistoricalTrend P
i R
\~ M add Monitored Baseline: ADCDPL:SYS1:MYSSYS |
\ | A
0T 1 i i
MName Status Crverrides Exist Formula
Evi_Demo_avg_Cpu Closed *IF *ALUE Systerm_CPU_LUtilization.Average_CPLU_P..
20
70
&0
| 0] || Cancel || Aaply || Help |
50
Selectfne situations whose comparison values you want to display in the view |
a0 1
20 I /
20 /’ \
Fememmiar gy
/ &
Jal P h / P
03 A A s L] L - L HEE —r
. . ] 2 2 2 2 B 2 B & ] T 2 %2 2 B 2 B B B 3 3 B
Fine tune a threshold setting i S8 8588 88 S8 8 888 858 88888
0 & 2 5 3 3 3 3 B B B 2 g 5 == =5 Z =Z Z Z & B & &
b lotting example . il BN - Rl T R e
2 s 8 8 8 8 8 8 8 8 =) s 8 8 8 8 8 8 8 8 &8 8 =8

situation relative to history

Awverage CPLU Percent
.A\rerage CPU Percerfl = EW_Demo_avg_Cpu

@ Last12 Hours.
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Use Arithmetic Functions To Trend History

M Ew System CPU History - TTMT-BASEWINZK3 - SYSADMIN ;Iilll

File Edit Wiew Help

Rl L PRI TP EREEPL EPYE Show arithmetic data such B
8 x

I|a{5‘ Havigator £ [0 H | | system CPU ttilization .
@ View: [Physical = Q EWC!:: as Averag e or M N /M axX

L] DaASD Mvs T H H o

ge RMF by RMF LPAR | Total | Total Average Partition

% DASD M3 Devices CPU Percent | CPLU Percent | GPU Percent | TCB% | SRE% | IFA Percant rel at I Ve to tren d Over tl m e 6| PCPD%

Enclave Information - :

CEEG T o — P g 115 32767.0) 18 2 0] 0] 0] 0| 4| Unavailable | Unavailable | 24 24
L LPAR Clusters

&l opera i- Add Statistical Baseline

L Page v
Ll Real i Ar Aftribute
gument Result
Q|Syste Average Average Awerage Average MY'S 4 Hour HiperDispa
Q Syster D RANGE MM AE Awerage CPU Percent |3 IFA FPercent IFF’? il CtP ZlIP Percent Zl::,P a1 CtP Overhead MSUs Manageme
[ [ +1- 0 standard deviation S 2l
% Ta i 0 RETEENE 0 0 0 Unavailable Unavailable;l
T A ol Unavailable
L | ] MAx J PNQercent Time Span [Onavailable o
g oo g PERCENTILEII 50 \\ Last |24 [Hours —
MODE
g
/ ok || cancel || amy || Hemp
100 _ R
Select Dnel maore statistical values to add to the view.
a0 ~ \
N
™~
60
N

&
o
-

y 4

y A
f'
e

b}
5
P

ra
=]
Py
I
|
1
i
—
b,
g

T
I
1
Y

1l
Fi
1
[
X
b
f
)
1
)
{
%
{
L1
Fi

P
T

o

b el | LaTie
I0:60 | LA9Zie
LED FLATE]
560 FL9TiG0
FGd | LAATIE0
(008 | LaTisn
Lal FLeTien
158 | R
b LL LTG0
N0:Th L LaTisn
LT LLaTie
15264 SR
FiTL LTG0

Average CPU Percent Examp e e hOW Often IS CPU
.A\rerage CPU Pemcent = AVG Ay .
utilization above average?

Q05110 LL9Ersd
0008 10 | LA9ErEa
005 10 LLI9ErE0
00:00:E0 | LA9TrEa
Q01T L LI9EE0
00T | LI9Eisa
00520 | LI9EE0
00:00:20 | L/9Es0
00E1Ed | LI9Es0
[ala Habostls AWt
005 E0 | LI9TrE0
00:00:#0 | LI9EiE0
00 51F0 | LI9EE0
000 F0 | LI9EiE0
005 F0 | LIaTE0
00:00:0 | L/9Ers0
005150 | LI9Tisd
00:0e 50 | LI9Esa
00550 | LI9Trs0
00:00:90 | L/9EsEa
005190 | 1/9Ersd
00:0e90 | LI9ErEa
00590 | 1/9TiEd
00:00: 40 | L/9Er50
005140 L LA9ErE0
000840 | LI9ErE0
005 40 | LI9ErE0
00:00:80 | LI9EE0
005180 | LA9TrEd
00:0e 8 | LI9Ersa

@ Last 12 Hours.
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Use Historical Baseline To Compare Past Trends

To Current Trends

I B Ew System CPU History - TTMT-BASEWINZKS - SYSADMIN

e Y M Add Historical Baseline )
ae- 06 Request yesterday’s data

s
AT

[] Show last week's data
[ Show this days data: | - ed, 08/25/2011

* [C] Show data for last |1—|E
50 8 weekdays
2 calendardays
a0
‘ kK | | Cancel ‘ | Apply | ‘ Help |
70
} ‘_Select one or maore historical values to add to the view.

Uses detailed data

30 1

20

|
e
N
|
i N
1N
il
ol
o
"
e
—
LY
LY
LY
.
e
N
[
]
LW |
>

Iy

Example —compare

000040 FLAATiE0
Q0:0e 40 FLAATisa
00540 | LTS
00:00:80 | LAATis
Q05180 FLATs
00:0e 80 | LATis
00:5F:80 | LAATis
000060 | LAATis
Q05160 FLATis
000860 FLATis
00560 | LAATis
QT:aQ:al FLaTisa
aEEal FaTiea
aTagal FLaTiea
0050l FLATie
Qa0 L FLATiea
QTG LLATiea
Qe L FLATiea
Q& L FLATiea
000024 FhaTisn
QST LLATiea
QAT L LATiea
QT L LATisa
QTad:El LT

005 F0 | LAATs
000050 | LATisa
005150 FLATisa
00:08 50 FLaTis
00550 | LAATis0
00:00:90 | LATisa
005190 | LaTs
00:0890 | LaTisa
00590 | LaTis

today’s CPU utilization
trend to yesterday

Yesterday
.A\rerage CPU Percent .A\rerage CPU Percent

@ Last 12 Hours.
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M Situations for - System CPU Utilization

N N B # — : 3 I y
C re ate IVI O d e I S Itu a'tl O n S gggsxfgpei:ﬂ‘z::m ,EN:::ula || LH Distribution || @ Exper Advice || £7 sction H EHEIF || Q Unt|I| |

Ew_Demo_Alert i

Using History Data IR e

Wroirsmanon
= ~Formula
b &
i Average
- I\ |- CPU Percent
60 1 =93 ;[
A /1 { =
40 /\ ] \ ; | -
20 !
b e i o i it L_‘Nq/—‘\__n.‘_/‘ﬁ—‘\i A i -
D -~
0472611 02:00:00 0572611 05:00:00 04726111 08:00:00 04/26/11 11:00:00 Situation formula editor :I
= @ Average CPU Percent — MAX o Lo . . . ) o |
Attributes i Situation Formula Capacity | Add conditions.. || Advanced.. |

i MName Condition Walue maodifier
Average CPU Percent =03 = none selected = -Sampling interal—————————— Sl 2 =
i Pe [ Enahle criticalway _ Critical
I [ai{ o181 o3]
L ddd  hh mm ss Play Edit [¥] Run at startup
Tirme Span Functions
i J Last“ G | Mame Argument Result
[T lave +- 0 standard deviation
[12 [Hours  [=] | [T i [+ 0 percent Take Action... » s 20 B 0O %
g [w] M +i- 0 percent 93 _
Time Column |Recording Time| = | | [ |PERCENTILE 50 I > Link To... ]
[I[moDE ' f  Model Situation...
I 4 E Export ..
i | | 51 Launch...
] i ’| | Create Situation... | | Cancel | ‘ Help M Split vertically
| | % .
= = = = E BE — = = = = = = = = = = =] H Split harizantally
B i *  Remove
ﬂ I Y Print Preview...
27 (fwerage GPU Percenty [ &  Print. |. I
052611 11:15:00 [ FProperties.. [AINEO2 G REicat]
C C /-—"-\ LAl J \ =
™ - T s — O D10 C
O C O all
2 B 7 B 5 B B B 5 B 5 & & 5 3 a) fa
S SR S BB 5B 5 OB B [ 0 o, 0
I a 5 8 5 08 505 205 505 5 5 5 5 05
C C O = Za = = = = = = = Bh =
. s 5 5 8 8B B 8 B B sz 5 & 3z 3 = nde 2tio
= & 5 & & & &5 & § B & 5 8 & 5 B8 § 5 & 5 8 5 5
=] s =] =] =] =] s s =] =] =] s s s s =] =] =] =] =] s s s
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i Last

) Real time plus Last I:I Hours

Hours i

rLast parameter

@ se detailed data

time span

History Links And Drill Down

™ EW Addr Space CPU - TTMT-BASEWINZK3 - SYSADMIN

]
il
Tl

m B8 0 x

Time Column Recardin - 1 Bile Bl Tiew Ho
3
Specify history #6-%-|DF EARCEVE [ P@FHL (OLENCHESERNNIWRLERNE
Use summarized data
& = f 4 Havigator 2 0B [T Address Space CPU Utilization Summary
shif time frame & @ viewe [Prysica =Q|Ba
Days = [ AL GO T TorLe. 3 T ot ot b
L=l Coupling Facility Poliey Data for Sysplex Recording Time Naume Na?r?e S{SE Typd
I;l Coupling Facility Structures Data for Sysplex
@ Custom ] coupling Facility Systems Data for Sysplex | 052611 10:00:01 | surpme SHFDNP IFASMPDP |STC
~Custom parameaters L] Global Engueue Data for Sysplex A | 0sizEM1 100001 |o@meaol | cxEcanl | TEMS STC
L.l GRS Ring Systerns Data for Sysplex 47 | D&iz6M1 100001 |%cFas HCFAS IEFPROC | STC
i Report Classes Data for Sysplex ﬁ 05f26f11 10:00:01 | CATALOG CATALOG IEFPROC STC
Use detailed data =
® L Resource Groups Data for Sysplex | 052601 10:00:01 [wim VLK IEFPROC | STC
Time Calumn |Recording Time E| L genice Classes Data for Sysplex 47 | 0aizei1 1000 | TCRTR TCPTE TCPIP BTG
Q Service Definition Data for Sysplex ﬁ 05726/11 10:00:01 | SMIPDSE SMIPDSE 5TC
) Use summarized data L shared DASD Groups Data For Sysplex # | 05i26M110:00.01 |9Eszmom  |gEszmom | IEFRROC | STC
HCF G Data for Syspl 052611 10:00:01 | *MASTER® sTC
Interval [Hours [= = hetbis & :
— Q ¥CF Paths Data for Sysplex ﬁ 08/26f1110:00.01 | JE32 JE3Z IEFFROC STC
Shift |A|| shifts |3 i % :g;s;rstems Data for Sysplax | 05i26M11 10:00:01 Ej-i;f E—T—s;i Ezz;uu gg
Davs Al days m IMs Ad d h 1 t FCAUTH | FCAUTH aTC
| =— Mainframe Networks r eS S S p aC e I O RASP RASP 5TC
. . =[5 MV Operating Syst _ TRACE TRACE sTC
. - - = !
SIS | e | Elm s | el | &) [@ ADCDPLSYE! MVSSYS | a6 100001 |DUMPERY  |DUMPSER | DUMPSEY | STC
| [address Space Overew] | 082601 10:00:01 | GRS GRS 5TC
L] channel Path Activity | # | DE26M1110:0001 |CONSOLE | CONSOLE STC
[ Applyta all views associated with this view's queny [¥] |Locktime span for Historical Navigati0n| L] common Starage # | D8/26M110:0001 |ANTMATN | ANTMATN | IEFPROC | STC
L] cryptagraphic Copracessars £ | 05i26M1 10:00:01 | ANTAS000 |ANTASOOD |IEFPROC | STC
[ Use Hub time / L DASD Mvs & | 08/26(1110:00:01 |DEVMAN | DEVMAN IEFPRIC | STC
L] DASD MVS Devices & | 0a/zEM1 10:0001 | ovs oMV oMV 5TC
= = T e =
SeleCt IOCk ok || Cancel || Help |
S 2

* s | f
Adjust histotical time range /
20 V
Take Actian... » (
Link Ta... Pl & Linkwizard..
2 e Model Situation... ﬁ Addr Space CPLU
& Export .
# /"r Iuijl ;a‘u.tnch&... " I.A\rerage CFU Percenl%
plitvertically | Bhuifihintk. i
20 H  Splithorizontally | 1] L
—
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Historical Reporting Options

= Tivoli Common Reporting (TCR) provides a
consistent reporting solution shared across the e
Tivoli Portfolio

— TCR included as part of the OMEGAMON SV

\ l“nluh.“
= OMEGAMON z/OS provides batch Epilog |

reporting

= OMEGAMON IMS provides batch Epilog
reporting

= OMEGAMON CICS provides some basic reports

= OMEGAMON DB2 provides a detailed/robust
best-of-breed historical reporting suite
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Improve Your Analysis

Additional Components To Consider For Historical Data Collection And Analysis

= Tivoli Decision Support For z/OS

— Generate customized reports to communicate system performance, capacity
management, resource availability and cost allocation information

— Collects data, such as SMF, CICS, IMS performance data
— Provides a central data repository (DB2) and integrates with the Tivoli Portal

— Integrates with a variety of Tivoli solutions
= IMS Performance Analyzer

— Provides robust reporting and information on IMS system performance for
monitoring, tuning, managing service levels, analyzing trends, and capacity
planning

— Expands the reporting options beyond what's available with OMEGAMON IMS

= CICS Performance Analyzer

— Comprehensive performance reporting and analysis for CICS, including use of
DB2, WebSphere MQ, IMS, and z/OS System Logger

— Evaluate CICS system efficiency, eliminate system bottlenecks and proactively
tune system performance

— Expands the reporting options beyond what's available with OMEGAMON CICS

Become More Proactive Through<Effective Historical Analysis © 2011 IBM Corporation
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Summary And Conclusions

= Each OMEGAMON monitoring solution offers history along with
real time data collection
= Each OMEGAMON has it’s own unique considerations specific to
history collection and the data that is available
= History data collection is a classic trade-off of cost versus benefit
— In some scenarios history data collection can be costly

— Understand the costs versus the benefits

= History is essential to solve problems after the fact
= History is useful to make monitoring more proactive
— Historical trending to identify peaks/valleys/issues

— Historical data analysis to optimize alerts and thresholds

Become More Proactive Through<Effective Historical Analysis © 2011 IBM Corporation
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Check Out I\/I?/ Blog
http://tivoliwithaz.blogspot.com

&1 Tivoli With A z - Microsoft Internet Explorer
File Edit View Favorites Tools Help
@Back x @ x @ @ ‘/_/b /’__) Search ‘iﬂ?Favonbes @ [/::’:v :‘r . ‘_J m ﬁ

Address F@ http: /ftivoliwithaz.blogspot. com/
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This is a blog to discuss what is happening in the area of IBM z/Series, Tivol,

OMEGAMON monitoring, System Automation, and other relevant IBM Tivoli
technology for z/OS performance and availability management. Fﬁ"gﬁimﬁon

ED WOODS
Fr y, Febru 5, 2010

DMEGAMON DB2 Near Term History I'm an IT Specialist with IBM Corporation supporting
Tivoli Performance solutions on z/0S. Please note that

OMEGAMON DB2 has a very useful Near Term History (NTH) comments made on this blog are my own, and do not
function. NTH provides an easy way to be able to retrieve and necessarily reflect the position of IBM Corporation.
review DB2 Accounting and Statistics records from the past few
hours of DB2 processing. The data is stored in a set of VSAM files
allocated to the OMEGAMON collection task. How far back the
history goes depends upon the size of the files and the amount Links To My Articles
of data being written to these files. Now some of the data
volume is driven by the DB2 workload activity. Accounting

View my complete profile

DB2 Thread Situations

records are typically written when a DB2 thread terminates OM XE For Mainframe Networks
processing, and it is the Accounting data that is often looked at ; : ;
by the analyst when studying what DB2 applications have been Situation usage and best practices

doing. Statistics records are created on a time interval basis.

- : s Situation best practices - part 2
Usually, you will have much more accounting data than statistics

data. Also, OMEGAMON has the ability to pull in additional trace Article on policy automation
IFCIDs & t infi ti thi h d ic SQL . ey =
activiiy Ofget mormation oy Engs SUCH s VIRIIC S0 Article on monitoring DB2 dynamic SQL

IMS historical performance analysis

To understand the amount of data being gathered by NTH, there
are displays that show the number of records written to the NTH files, by type. In the example I show, you see an example of

common NTH settings/options, and then you see the record count in the NTH record information display. If you look carefully (2 0 55

you see that 'Perf-Dyn SQL' has a lot of records written relative to the other record types. This is a good way to understand Link to IBM Tivoli product information
the impact of enabling certain collection options, such as dynamic SQL collection, and see how many trace records are being
gathered, as a result. Link To Tivoli User Group

Link to OPAL

Posted by Ed Woods at 3:13 PM 0 comments [+ Tivoli System z Blog
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Thank You for Joining Us today!

Go to www.ibm.com/software/systemz and click on events to:

» Replay this teleconference
» Replay previously broadcast teleconferences

» Register for upcoming events
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