.||IH

Improving Network Monitoring with
OMEGAMON for Mainframe Networks V5.1

Kirk Bean
Tivoli OMEGAMON Product Manager

November 15, 2012

© 2012 IBM Corporation



{v "3 . ...I:'-.l §

Increasing visibility with mainframe monitoring can
Improve availability across entire Enterprise

Key Takeaways

. IBM has provided leadership and best practices with
System z Service Management Visibility, Control and
Automation capability for years

) |
2. Enterprise-wide Monitoring and Management provides
- much better availability and performance results than
individual separate products
3. IBM’'s System z OMEGAMON family addresses key
requirements, including reducing risk and decreasing
costs, with improved productivity
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IBM provides Visibility, Control and Automation to respond
to changing priorities and to realize business potential

@ ©

VISIBILITY CONTROL AUTOMATION

React with . Achieve
ity t Execute with desired
agiiity 1o reduced

competitive . business
P risk & cost
landscape outcomes
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Gartner identifies IBM as a Leader in the 2012 Magic
Quadrant for Application Performance Monitoring (APM)

Magic Quadrant for Application
Performance Monitoring

Will Cappelli, Jonah Kowall
August 16, 2012

| ability to execute |

challengers leaders

Dpnet Technologies
Compuware

AppDynamics
Quest Software | LNew HEEEM
BMCG Software

CA Technologias

Microsoft
Oracle
HP
Fracise
ManageEngine
Mastal
niche players visionaries

| completeness of vision ————p

Az of August 2012
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OMEGAMON V5.1 now has a complete family across
System z sub-systems

HEBR4H0E @02 &4 QE@M@@H@;%B/{EE; t s - OMEGAMON XE Z/OS V 5.1

[ul] CPU Utilization by LPAR

OMEGAMON XE CICS v 5.1
e OMEGAMON XE DB2 v 5.1.1

0 I WA TOVTAN
el

Muttipath Channel Painto- &

OMEGAMON XE IMS v 5.1
OMEGAMON XE Storage v 5.1

UUUUU
48000 F

o000 F

OMEGAMON XE Messaging v 7.1

- T e JGRLE : . OMEGAMON XE
A E | | Mainframe Networks v 5.1

OMEGAMON for z/OS
Management Suite V5.1
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Business Agility with improved IT visibility now available
with OMEGAMON V5.1 family

Modernized and strengthened OMEGAMON product line for
reduced resource usage and faster problem resolution

Increased System Availability with faster problem resolution
* Enhanced 3270 User Interface for SMEs

* Built-in Problem Solving Scenarios

Improved Productivity with simplified information
» Faster Install/Configuration/Maintenance

o zEnterprise monitoring across z196/114 and zBX

Reduced Costs with decreased resource usage

» Usage of zIIP specialty servers
» Simplified OMEGAMON architecture

Individual products include additional capability

6 © 2010 IBM Corporation
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OMEGAMON for Mainframe Networks V5.1 fits into total
Integrated Service Management Ecosystem

& Visibility

Problem Determination,
Management and Resolution

OMEGAMON XE for
Mainframe Networks

\

Integration across
TBSM & OMNIbus

Msgs

+—>

Events
——>

Application, network and system
command and message automation

€2) Automation

NetView
IP support Autqmation
SNA Support Engine

Cmds | System Automation
«— | for MP/zOS/AM

Ctrl : :
«—> | GDPS Active/Active

& Control

Commands, Management
and Environmental Control
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NetView and OMEGAMON for MfN working together
create single view of enterprise networks

NetView Network Availability

OMEGAMON XE for Network Performance

Mainframe Networks

= Common user interface integrates TCP/IP data from both
NetView and OMEGAMON XE for Mainframe Networks.

= |ntegration function provides customers with a
consolidated TCP/IP workbench

— Allowing management of both TCP/IP availability and
performance from the same user interface.

= Smart IP tracing to immediately learn where poor or
unstable TCP/IP connections hamper application
performance

8 © 2010 IBM Corporation
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OMEGAMON for Mainframe Networks V5.1 improves
network diagnostics and management

In addition to OMEGAMON V5.1 family capability:

= |Improved Diagnostics with decreased CPU utilization

— Exploiting new callable network management interfaces (NMIs)
available with zOS v1.12

— OSA data collection and display to improve diagnostics,
visualization, and CPU usage

= New zEnterprise support with ability to monitor both data and
management LANsS

= Improved CPU control and resource usage with ability to turn data
collection on and off:

= Greater synergy with IBM Tivoli NetView for z/OS and IBM Tivoli
OMEGAMON XE for DB2 Performance Monitor created through in-
context links between products.

= New workspaces, over 300 new data fields (many from customer
requirements), and several new monitoring situations

= Improved Management with Take Action commands, NSLOOKUP
and TRACERTE added to existing PING and DROP commands.

© 2010 IBM Corporation



All the components work together to keep applications

and services availability

Role appropriate views

Alert me when thresholds are breeched
and enable me to automate corrective
actions for the future

of the right data at the

right time

Rapid problem

diagnostics via common

Ul and drill down
between products

Consistent historical views of resource

performance and availability data

Rainframe.

DMEB\AMUN xE O'i'ILG.I\MCIN .KE for CRAE SAMOMN XE

Metworks,  far CI-CEM =S

OMEGAMDOMN XE
for IMS on 205

— 1

DLIE

AR
Nz and Linus
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OMEGAMON V5.1 enhanced configuration and
maintenance capability with Self-Describing Agents

Faster, easier, less error-prone for improved reliability and productivity

Eliminate monitoring outages caused by ITM Server recycles

— Product upgrades/maintenance requires agent or RTEMS recycles onlyf®

Eliminate maintenance upgrade errors:
— Applies to new installs, staged upgrades, and maintenance
— Crosschecks/validates version with installed data and framework S
— Avoids inconsistent application data in ITM framework layers

Self-describing framework extensible to new capabilities

Eliminates application data DVDs and CDs:
— No extra distributed installs or upgrades for mainframe-centric customers

* Moving from 40 hours a week to 4 hours a week maintenance
* 80% improvement in time for installation and maintenance
« 30% improvement in time to configure post installation

11 © 2010 IBM Corporation
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Customer Driven improvements simplify Installation and
Configuration using Parmgen

Removal of ICAT as primary way to install and configure

Before -145 ICAT product-centric jobs to configure 38 components for 1 LPAR RTE
Today — 8 Parmgen function-centric jobs to configure components for 1 LPAR RTE
Customers experiencing over 35% improvement in install and configuration time

P
* Install without requirement of distributed server single reference book for
« Easy to walkthrough steps to complete configuration and upgrade guidance
CUStomlze prOfIIe —» !EIM f_.l:-.::u!: ?ur::_:lzir-‘-'ll Sarvices on 205
« Automatically updates hundreds of configuration artifacts,
including auto-discovery of system values g

The overall process has been simple and quick. Total time for 3-4 products

“I like using the Parmgen approach better than CICAT/ICAT.

| find it much easier to make things repeatable...
| like the fact that Parmgen does not overwrite my running members”

Typical quotes from early adopters program

M-

12 © 2010 IBM Corporation
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Moving to simplified architecture driving decreased
resource utilization without loss of current function

Enhanced OMEGAMON Architecture

TEMS|

TEMAS

/

K

L

TEP GUI

CICS IMS z/0S DB2 Stor MfN | MSG

Single Manager and
User Interface across
OMEGAMON family

Tivoli OMEGAMON Manager (TOM)

Current OMEGAMON Architecture
|

Classic
3270

CUA
3270

13

TEMAS

/

TEMS

S

Lia

"TEP GUI

1‘—L4L|j IMS
z/OS

CICS
Storage

Multiple Address Spaces
and User Interfaces across
each OMEGAMON

MFN
— DB2
— Messaging
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Enhanced 3270 user interface creates Enterprise wide
view of information for improved availability

» Understand transactions across multiple sysplexs
= Color coding to provide ability to find and resolve problems quickly
= Eliminates need to move between multiple screens and monitors

“GUI on a green screen”

Command ==3
KOBSTART Enterprise Summary

z/OS-wide
All Active Sysplexes sysplex view

Columns _2 to E of _9 ||| Rows 1 1o
¢S5y C . Vi Highest HSHighest APercent LPAR | +LPAR Grou
Na ustomize Views ent LPAR MName |VLPAR CPU% |[VMSU Capacity Name

u

1 ALl Active CICSplexes

CICSplex
— details views

Columns 2 to

O e of Hlransaction ANCFRU

HCICSplex i o
VYRegions VRate VUtilization Regions

YName

_ TESTPLEX
_ WUIPLERX

I
|
_ OMEGPLEX [ n/a
|
|

18.4% n/a

n/a
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Customer prioritized Problem Solving scenarios built into
enhanced 3270 user interface

Easy to see and find critical system and sub-system information for
improved performance and availability across System z

= Customized screens focused on customer defined problems
= Screen content based on high priority problems
» |[ncludes Healthcheck and Bottleneck analysis

File Edit View Tools Options Help 11/868/2011 16: 41
fiuto Update IS
Top consumers Pley
. . Top Consumers for Suyusplex ZFETPLXZ SMl
view of details ¥ ~gsP

Highest Consuming fAddress Spaces of CRPU

eIt : BEre Gain graphical

Afddress Space |easID [acrPu view of data

VMName |VYPercent v ViMame

CICS3AlA

MOOZS129 : fﬁ::f | s
MQQ2S235 41 .7 e o o e e
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Example of quickly finding and fixing z/OS Problem

Exceptions !lmlﬁ . .
- en1- SEEE - New E3270UI highlights
s — problems and simplifies

¢Sysplex lAException Value Waiting I . |1 . I(I
Name Name Tasks reso Vlng t em qL“C y
LPAR40Q0OJ CANSYSL Performance_Index 4,28

LPAR40OOJ CANSYSG Performance_Index 7.50
Possible Looping Job
LPAR40Q0J ANSP X 1. 42

LPAR400OJ | CANSYSG Enqueue
LPAR4GOJ ] Exceptions BB

LPAR4GBJ CANSYSG GTF_Active TRUE
LPAR400J CANSYSG CPU_Loop_Index
LPAR400J CANSP22 Performance_Index 1.76

Columns D Rows

¢Sysplex Yalue Waiting
Name Tasks
Hctlve_atorage_ﬁtert

Performance_Index 2.50
Performance_Index 1.42
CANSPZZ Performance_Index 1.30
CANSPZZ CPU_Loop_Index
AR4GGJ CANSYSG Per‘f%t‘lllatﬁFP::I>I1(iPX T

ommand
KMSPLXO KMSACTCZ2 Cancel Address Space

nsngER te continue

Addr®€s Space Name . MGRABZ
AsSID . . . . . . . . 0044

°Sysplex Address Space Type . : BATCH

In prior releases this s e
P  Lraraoo Job Cancelled
would have taken

from 5 to 15 screen Columns 3 to S of o MGEINHINEEN o -
interactions

LPAR40O.J CANSP13 Performance_Index
LPAR40OJ CANSP13 ﬂctiveistorageiﬁlert
LPAR40OJ CANSPZ22 CPU_Loop_Index

16 LPAR40OJ CANSYSG Performance__Index
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New Problem Determination and Management allows
Operations and SMEs to see what is happening sooner

Increase availability by monitoring over time to identify and fix potential
problems before they become outages

» Set exceptions to quickly alert operators across entire sysplex
» Warned about a problem 98% faster then before

KMSMSUO 4-Hour Rolling Average MSU Statistics

4 Hour MSUs T— .

% LPAR HMSU Capacity . Average - 4|40UYF?Omng
LPAR Capacity Limit Average

LPAR Capacity Limit Basis. Entitled Average

LPAR Group !”El

LPAR Group Average Unused LPAR Group Group LPAR
Name Group M3SUs Capacity Limit MSU Limit

=

__JIEIY |

S minute
¢Time % Time Uncapped % LPAR . ped
Period Uncapped MSUs/Hour Uncapped Intervals Is/Hour

8.83
&.59
6.52

=
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New Take Action commands on TEP and e3270ul allow
for easier network management

= Trace route to monitor, ping or drop connection

= Drop Connection (D) can be issued directly on Connections Summary for selected
application.

= Use option ! to see action list and take an action from the list

[ =0 session - (43 B0 ———— T ————— (el L0 S|
File Edit View Communication Actions Window Help
B B oo @ =m s s o & €

Host | TIVVM4. RALEIGH.IBN

=30 LR |

i}

[T O A s |

n41Zzo-

Issue Commands
from Take Action
Dropdown
| - 15781813
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Enterprise level Network Health provides view across
LPARSs based on user criteria priority

Displays summary of applications which meet one or more predefined criteria
gﬁSessu:nJ—[él-SxS__'_ R

EFEile Edit Miew Tools Options 08/,31/,2012 16:94: 19
Auto Update : OTT
Plex ID =
Enterprise Applications Health Sys ID

L&~ L W

NMetwork Health for Applications H|E|E

Columns 3 to 7 2 EE N | | E Rows 1 to 25 of 25

HASystem HTJob HATot Segs AConn in Backlogqg ATot Bac
YVID YHame YOoutoforder YVBackloqg Rejected VRejecte

sSP22 L3ITDSWY

sSRP22 STH22
Sp2> T T T

New Network Health
information sorted by
key criteria

MST4A421DS
MS30DSST
L3TAIS38
L3IACS34
VamM2ZlWeae L
VOCTWEEL
CWTZ510D
CHSBOCP13
VoChhkWweaeL
MSGBRMTD
$135DSST
L3IIAN338
STH13

lofofio

[
W
o

[ojofojojojofojofcjojojojcjojojojojolojofojololo)
O0000OROCEEORNEREOERND
OOOOOOOOOOOOO!OOOOOOOOOOO
[olofojolojojojolojofojojcjofojofofolojofojolofofol
[clofofolofofiofofofoficlolol-Sclofofofcfofofofofofo

Friday August 31 2012 ]

s | J _ 01/002
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Mainframe network problem solving views to simplify

overall network management

netmenu File Edit View Tools Options Help

10/03/2012 06:11:23

Aute Update . OFF

Command ==

KOBSTART KOBETART Enterprise Hetwork Workspaces

SEelect one of the following, then press ENTER

Columns

HEystem
YID

_ 4080

DU~ MUN AN

Enterprise
Enterprise
Enterprise
Enterprise
Enterprise
Enterprise
Enterprise
Enterprise
Enterprise
Enterprise
Enterprise

Application Health

TCP Listeners Overview
Connections Health

TH32Z270 Servers Overview
Interfaces Overview

05A Interfaces Overwview
HiperSocket Interfaces Overwview
05A Express Ports Overview

05A Express Channels Overwview
TCPIP Stack Performance Overview
Memory and CEM Storage Overwview

Command and Response Log

Component monitoring of
network problems

Wednesday October 03 2012
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Define and display key metrics of application connection
problems making it easier to monitor

Display summary of applications, with: percent out-of-order>=5%, or Total out-of-order
segments>=15%, or connections in backlog>0, or backlog connections rejected>0, or percent
segments retransmitted>3, or Total segments retransmitted >10%

File Edit Miew Tools Options Help 10/03/2012 06:43:09
Auto Update - Off

Command ==3 TCP STC

*®
KN3TAPO Enterprise Applications Health =MF ID *®

Applications Summary HINIE

Columns 3 to

HTIdle Conn in
VT ime Backlog

V510DSST
V5 10N3
VE10OKWN3
VE10OKWN3

Out of Order Segments

HATot Segs HASBeaments

Filtered list ShOWing : P0ut0fOrder |P0ut0OfOrder

over-threshold

appllcatlons hcklog OR Total Backleg Connections Rejecte NN E
N miE

HABystem HTJob % C HATot Segs NASBeags Retrans HAConn
VID YName VRetrans VRetrans Rate VCount
1062

4083 TH3270O

4083 VE10DSST
4083 FTPD1

Wednesday October 603 2012
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Show Network Interfaces with bad status or errors to
assist in finding problems before they become outages.

Displays stats, status, summary data for all interfaces across the enterprise

File

Command ==

Edit MVMiew Tools Options Help 10/03/7/2012 06:49:44

Autoe Update : OFfF
TCP STC :

KN3IFs50 Enterprize Interfacesz Overview EMF ID

Columns 3 to

05AQ0DIO
TCPIPLINK
LOOPBACKSG
LOOPBACK
TCPIPLINKZ
05AQDIO

Sorted, Color Coded
Interface Status

Columns

CEystem

ID

_ S5P13 0s5AQDIO
_ 8P13 TCPIPLIMNK

22

Wednesday October 03 2012

% 0Out Pkts

in Error

[elclolcRolol
[elclolcRolol
o220

Interface Status !lulﬁ

S | | .

laInterface HDewvice or OHRActual +Duplicate
I9?status VYDatapath YHMTU Addr Coun

o000 Q

o000 Q III|

Statistics ||| &
19

Bytes Recw HTransmit AReceive
or Xmitd YVPlkt Rate VPkt Rate
624 B O
915 . 9K 947 843
MOREY
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Monitor TN3270 Servers across enterprise from one
screen for improved productivity

Displays TN3270 server summary information for TN3270 listeners across enterprise

File Edit MVMiew Tools Options Help 1070372012 05:53:06
_—_———————————————————————————————————————————————— Auto Update : OfF
Command ==3% TCP STC DX
KH3TCLO2Z Enterprise TH3270 Server Overview EMF ID *

THN23270 Server Summary N E

Columns _4 to _?7 of 20 = EE N e Rows
I
1
1

THN3270

TN3270B

THN3270

THN3270

THN3270

THN3270
TH3270

TN3270 Servers
sorted by criteria

Wednesday Octocber 03 2012
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View related TN3270 Stack information sorted for
simplified, productive management

File Edit

Command
KN3GICO

Sorted IP Layer Metrlcs

S L Al

Enterprise TCPIP

Ip

TCPIFP13
TCPIFP13
TCPIPG
TCPIPG
TCPIPG?2
TCPIPG2
TCPIP
TCPIP

TCP

CTCPIP
SETC Mame

TCPIP13
TCPIPG

upp

ATCPIP

HSystem

VID VSETGC Mame
. 8¥Es TCPIPGZ2
_ 5P13

TCPIP13

24

VMiew

Wednesday October 03 2912

10/03/2012 08:12:05
Auto Update

Tools Options Help

Off
TCP STC HE
Stack Performance Overwview SHMF ID - 3

Metrics

LX)

[ g8

Total HNo
Route

Layer

Rows
Input

ADutput % Output
iscard VDiscar

Discard

2022200
200020200

TCP Layer Metrics

Layer Metrics

Total Output
Window Probes

; HTot SEegs
YOutOfOrder VRetrans
963 8.0K

13.5K

Layer Metrics

HTet In Ere
YDatagrams

&Datagram &Tot HTot Disc
YError A = VYDatagrams

— 11.3K
61.5K

© 2010 IBM Corporation
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OMEGAMON integrates within a total System z

Business Service Management solution

OMEGAMON Portfolio provides performance and availability visibility for System z
events and data consumed by a set of Tivoli BSM products

Business Assessment

TBSM
i OMEGAMON V5.1 . OMNIbus
New Tivoli OMEGAMON e m—
Manager :
I Discovery
- TADDM
IBM Tivoli _— EF
_ Monitoring (ITM) ' ” =
‘E_-I -= : TEP =
T . ~Transaction Tracking

w.. ITCAM

=

TADDM - Tivoli Application Dependency Discovery Manager
ITCAM — IBM Tivoli Composite Application Manager
25 TBSM — Tivoli Business Service Manager CZULU v worporation



Busmess success Is dlrectly dependent on the health
of underlying IT systems, applications, and networks

= Complexity of today’s enterprise environments demands
solutions that integrate across all aspects of enterprise
network, whether distributed or z/OS.

) IBM in unique position to deliver monitoring and
management solutions across enterprise subsystems,
including mainframe network
IBM Tivoli OMEGAMON for Mainframe Networks V5.1
key to system and network availability and integration,
providing Visibility, Control, and Automation

26 © 2010 IBM Corporation
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Learn more about IBM’s entire Tivoli System z portfolio
at upcoming Pulse Conference

BM Software

Pulse2013

Optimzng the World's Infrastruchurs

Momch 3-64
MGH Grand - Las Vegas, Novada

Register at:

http://www-01.ibm.com/software/tivoli/pulse/

» Receive Tivoli for System z information updates on a regular basis:
» |IBM Software Newsletter

e (5 L8 a8
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Thank You for Joining Us today!

Go to www.ibm.com/software/systemz/events/calendar to:

» Replay this teleconference
» Replay previously broadcast teleconferences

» Register for upcoming events
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