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Session #6

The Benefits of zEnterprise Analytics
Client use cases & performance results

Presenter — Title

Date
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Today’s Discussion

» Solutions to help maximize access to your DB2 for
z/OS data for analytics

»Integration and optimization tips to quickly,
efficiently and cost effectively get analytic solution
up and running on zEnterprise

© 2013 IBM Corporation



IBM
ZEnterprise

an enterprise
Information hub
providing an end-
to-end, integrated
foundation for
modern analytics
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) Data In
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Real-Time Score/
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Business Analytics
*Business Intelligence
*Predictive Analytics

.

¢

Data Warehousing
 Data Warehouses
e QOperational Data Stores
e Data Marts

Business System / OLTP
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Gain 30 — 45%

Best practices for IPerformanc:e
. , mprovement |
Integrating & with ZEC12 Analytics Out

over z196

optimizing Business Analytics
analytics into *Business Intelligence »
DB2 for z/OS data *Predictive Analytics

.
ﬁ.

Data Warehousing

Meet SLAs & « Data Warehouses
SC0le 509980097 « Operational Data Stores
transactions in Run complex
Real-time « Data Marts queries up to

2000x Faster

Customer
Interaction

» Business System / OLTP

oy &

Real-Time Score/
4 Decision Out
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Solutions for Maximizing Access to DB2 for z/OS data

IBM DB2 Analytics Accelerator for z/OS

»Reduces the cost of high speed analytics by
blending zEnterprise and Netezza
technologies to deliver, mixed workload
performance for complex analytic needs

»Helps reduce host data warehouse storage
usage by over 95%

il
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IBM Cognos Bl for Linux on
System z & z/OS

*Reduces the cost and complexity of |
accessing DB2 for z/OS data with a
broad range of Bl capabilities: reporting,
analysis, dashboards, real-time
monitoring, all on a single infrastructure.
Author, share and analyze reports that
draw on DB2 for z/OS data for better
business decisions.

IBM SPSS Modeler for Linux on
System z

Real-Time

sIncreases the speed and accuracy e b
of scoring in real time by imbedding o
the scoring algorithm in DB2 for
z/OS and running it directly within
the transactional application

© 2013 IBM Corporation
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IBM DB2 Analytics Accelerator

Blends zEnterprise and Netezza technologies to deliver, mixed workload
performance for complex analytic needs

Fast Cost Saving Appliance
Complex queries run up to Eliminate costly query tuning No applications to change, just
2000x faster while retaining while offloading complex query plug itin, load the data, and
single record lookup speed processing gain the value

Reduces the Cost of High Speed Analytics

» Choice of historical data location — High
Performance Storage Saver

» Real time analytics — Incremental Update

» Faster data refresh — Unload Lite

* New capacity — Full range of Netezza models
supported

* New queries

© 2013 IBM Corporation
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300 Mixed Workload Customer ITab|e

Queries

~ 5 Billion Rows

270 of the Mixed 30 of the Mixed Workload Queries took minutes to hours
Workload Queries

DB2 with Times
DB2 Only IDAA Faster
Total i Total i i
Rows Rows
Query iReviewediReturn_e_g o I_-|oursiSec(§) HoursiSec(g,_)_
Query1 ! 2813571 853,320f | 2:39! 9,540 0.0
Query2 i 2,813,571} 5857808 B 2:16i82208 [ 0.0: .5
Query 3 | 8,260,214 274 1:16! 4,560 0.0
Query4 ! 2813571 601107k K 1:08!4 080 0.0
Executes in DB2 returning Query 5 | 3,422,765 508] | 0:5714,080 0.0
results in seconds or sub- Query 6 ; 4,290,648 1658 __§ 0:53; 3180 0.0
Query7 i 3615211 58,236 0:51} 3,120 0.0
seconds Query 81 3.45.29 724] N 044l zea0l | o0l T2
Query 9 | 4,130,107 137] Y 0:42! 2,520 0.17 19

Successfully accelerated the problem queries without affecting the rest _
© 2013 IBM Corporation
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Typical Experience - Fast Time to Value

= IBM DB2 Analytics Accelerator
=» Production ready - 1 person, 2 days

Table Acceleration Setup ... 2 Hours
— DB2 “Add Accelerator”
— Choose a Table for “Acceleration”
— Load the Table (DB2 copy to Netezza)
— Knowledge Transfer
— Query Comparisons

Initial Load Performance ...

=>» 400 GB “Loaded” in 29 Min
570 million rows (Loads of 800GB to 1.3TB/Hr)

Actual Query Acceleration ... 1908x faster
=» 2 Hours 39 Minutes to 5 Seconds

CPU Utilization Reduction
=» 35% to ~0%

Actual customer results, October 2011 © 2013 IBM Corporation
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Moving the Data Warehouse back to zEnterprise
Performance Based Quotable Quotes...

= During first query submissions... “The accelerated version of that query just
finished in 8 seconds, the DB2 version is still running”... and it ran for 27 more
minutes!

» “That one used to run in 50 minutes, now it runs in 47 seconds.... wait a minute,
last time it ran in 34 seconds... oh, who cares when you are used to 50 minutes!”

— The difference ended up being a heavy LOAD in progress.
— This “tens of minutes down to seconds” theme carried forward.

» Asked the user to remove the filters in Business Objects, the response was "Are
you sure you want me to do that?" as normally they would wait forever. When the
screen came back at the "speed of light", the user was “Ecstatic".

9 © 2013 IBM Corporation
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‘Wicked Fast’ Performance for Complex DB2 Queries

Netezza - Accelerating DB2 Elapsed Times

Accelerated times

@ DB2 Native B Netezza Accelerated

in Purple
3000
2500 [
» 2000 |
o _
c
S 1500
q) —
D 1000
500 { % - |
0 [—I T T — T T \H \'_'_\H T I'_' \m — T T L \[—I \I_h\ - .‘VD‘
D 00O 0 O NN O 00 W M O N O O 0 0O < & & © O N NN < ™M
M 0 ™M M N~ 00O N (00] N N © N - —1 O O (Q\| —
™ — A A —i (Q\| AN N

Acceleration Factor
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Query Detalls

Several Ran Sub-Second

Up to 358x Faster!

Without
Acceleration
CPU
Accelerated (seconds Accelerated
EXEC_DATE rounded) (seconds rounded) X Factor ROWS_RETURNED | RESULT SIZE STMT_TEXT
5/9/12 12:27 PM 7 6 35 26787 628K|T3.CNTR_NMBR, T3 MBR_ID,
5/9/12 12:43 PM 261 6 358 3868 60.4K|T1. PRFX CD,
5/9/12 12:45 PM 33 20 38 624 30.9K|T1 PRFX_CD,
5/9/12 12:46 PM 14 7 6 72627 2.98M|T1.CNTR_NMBR, T1.MBR 1D,
5/9/12 12:47 PM 186 7 132 4799 136K |PRFX_CD, CNTR_NMBR,
5/9/12 12:48 PM 1695 15 170 3826 299K|T1.MBR TRNS EFCTV DT,
5/9/12 1:02 PM 536 6 188 122948 2 81MB|CNTR_NMBR,
5/9/12 12:56 PM 43 1 126 0 0B|S.CNTR NMBR, S.MBR 1D,
5/16/12 12:00 AM O[not accel (not expected to)
5/10/12 8:15 AM 13 11 3 528701 9.38 MB|TBL1.PRFX CD,
51012 8:37 AM O[not accel (not expected to) AFR_MKT SBSEG_CD AS
5/10/12 8:48 AM 24 1 189 131508 163 MB|AS CL_MKT SEG CD,
5/10/12 9:31 AM 418 409 2 18904956 631 MB|K_AFLT ID, AFLT ID AS
5/10/12 9:47 AM 8 1 20 131508 1.38 MB|K_CNTR_ID, CNTR_NMBR
5/10/12 9:51 AM 0|not accel (not expected to 299 A K _BS RPT UNT ID AS
5/10/12 12:54 PM 226 1 33B| 'FS AAE NOMNCNTR',
Avoided CPU Avoided
Consumption Redirecting

11
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Existing Data Warehouse
Performance Based Quotable Quotes...

= Sample query run... native DB2 800 seconds elapsed time, DB2
Analytics Accelerator ran it in 6s 610ms.

* You are like a dealer... Now | expect everything to be this fast

» |tis really impressive... queries that did not finish in DB2 can
now be run

» 178x faster is the current leader (among those that finished in
DB2)

12 © 2013 IBM Corporation
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Service Provider Query Results
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Extending Netezza Technology to zEnterprise Data
and Processes

* Bring Massively Parallel Processing (MPP) technology to
System z processes to accelerate queries and processes

—If it already runs on z, or all the data is sourced by z

— Leverage core infrastructure, processes and people

» Reduce cost of running existing processes

* Run queries that hit the Resource Limit Facity (RLF) limit
before

14 © 2013 IBM Corporation



Operational Workload Assessment

Query Summary
Total DB2 natively With potential Uncertain Wio potential
Queries 11804 10886 (92%) 908 (B%) 0 (0%) 0 (0%}
Elapsed Time (s} [1"] |35813.03 1112710 (31%) |24685.92 (58%) |0.00 (09} 0.00 [0%)
Elapsad Time (s) 42416.47 15134.51 (36%) [27281.06 (B4%) [0.00 (0%} 0.00 (D0%)
CPU Time (s) [17] 442465 BE5.T0 (21%) 3538.85 (T9%) 0.00 (09} 0.00 (D0%)
CPU Time (s) 5631.87 1260.54 (22%) 4371.32 (T8%) 0.00 (09} 0.00 (D0%)
[1"] - Considers each query only once
Ignore non-select statements
Guery classification Unigue Queries |Executed CPU % CPU eligible %
Queries
Total 11804 841528 100% 78%
= B0 min elapsed time (info) 1] 0 0% 0%
10-60 min elapsed time (infio) 2 2 2% 0%
1-10 min elapsed time (infio) 183 1846 % 51%
= 1 mim elapsed time (infio) 11818 841330 3% 2T%
Reason breakdown for 0% gqueries with no potential and 0% of elapsed time with no potential
Reason # Y k]
Gueries |Queries |Elapsed
Time
Start frace time End explain fime Min time stmt cached | Max time stmt cached
Apr22 20125237 AM  |May 8, 201212236 PM |Apr 22 2012548 AM  [May 8, 2012 12:35 PM

15

Elapsed time for best DB2 native processing
Elapsed time with acceleration potential

Elapsed time without acceleration potential

Query CPU time for best DB2 native processing
Cluery CPU time with acceleration potential

Cluery CPU time without acceleration potential
© 2013 IBM Corporation



The experience so far...

16

Up and running in 1 day, quick start training completed

1300+ tables loaded

1
1
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First query... in DB2, it ran for 11 minutes, 31 seconds 41 milliseconds. In the DB2

Analytics Accelerator, it ran for 1 second and 576 milliseconds.

— Customer really wants to shave off that 576 milliseconds.... we are working on it.

Typical query...

— DB2 Native Run - Elapsed Time 17 minutes, Normalized CPU Time 1 hour 33

minutes, Cost $166.00

— DB2 Analytics Accelerator Run - Elapsed Time 59 seconds, Normalized CPU Time

10 minutes, Cost $12.50

— Quote of the day... "Just think, these run nightly and there are hundreds of

them."

© 2013 IBM Corporation
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Cognos Bl v10.2 for Linux and z/OS on zEnterprise

Improved Improved

User Experience
Enable users to

focus on what's .
important Real-Time

Q <
Dashboards Monitoring *
Reports Collaborative

| Unified -
Workspace

Analysis Mobile BI *

Performance & Scale

Meeting the demands
of growing data
volumes

Proven Platform

17



Workloads tested

Scalability testing with Operational Analytics applications
— OpBI
— Saved Report

Only classic Cognos Bl functions utilized

Functional certification testing
— 13 workloads

18
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Workload - Operational Bl (OpBI)

Cognos Viewer - OpBI Customer f_-

1500000001 Customer=001500000001 ALTCOMOBILE

Revenue by Quarter

|

1TYOBVYyiSH | 10-951-472-

=L seep this version « | Fi" bl o B - "E.ﬂiﬂﬂumﬂ'.[&.

498,33 8| 1,712.294.42
5334

Revenue by Brand
P_MFGR

00, 000 i O_TOTALFRICE
B mManutacturers!
00,000 B Manufacturerss
B ndanufacturersd
E 200,000 Manufacturerss
=
E 300, D00 ™1
|
O 200,000
100, D00
L] L_EXTENDEDRPRICE
0T 200704 M0E03
2007 Q3 200801
A CALENDARQUARTERCAFTION
QUARTER |  DATE O_ORDERKEY O_CLERK | O_ORDERSTATUS | O_SHIPPRIORITY | O_TOTALPRICE |
200803 Aug I, 2008 | 55840000027 Clerk=01000001 5 u] 193,710, 7
200801 Jan 9, 2008 | 59840002144 Clerk=000006778 O u] 312, 732,37
200801 Jan 2, 2008 | 59940002147 Clerk=000001313 O u] 272,085.72
200704 Decs, 2007 | 59940000153 Clerk=01000001 O u] 279,911.62
200703 Sep 3, 2007 50240002 145 Clerk=000006465 O 0 209,006, 32
200703 Aig 27, 2007 52240002145 Clerk=000001233 O ] 353,392.27
200701 Feb 28, 2007 S 49 Clerk=000002046 O 0 34,139.77
200701 Feb 22, 2007 59940007146 Clerk=000003231 O Q 57,31%.65

© 2013 IBM Corporation



Workload -- Saved Report View
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Proof Positive: Superior Scalability & Performance
Linear Scalability with Very High Demand

21

Pre-processed Reports

+90% CPU
40

S35

230

=20

(3]

v 15

f oy

210

205

o 0.0 | - [

10 20 40 80 160

Concurrent Users

Dynamic Reports

+90% CPU

6
m B I I
10 20 40
U

Response Time (sec)
o - N w E- (2]

5
Concurren tUsers

Cognos Bl for Linux on System z

» Linear scalability of response time as
user community grows

= Confidently accommodate the peaks with
predictable service

4 )
Service the business at peak

volumes without additional

iInvestment
\ J

© 2013 IBM Corporation



1
1
q-||

Proof Positive: Rapid Deployment & Expansion
Up and running in minutes to meet SLAS

Cognos Bl for Linux on System z

* Proven dynamic CPU LPAR and OS
resource sharing (over 40 years of
automation technology)

* Proven dynamic on demand
virtualization and manual or new,

Senice Management - Quick

Response
Response Time Scalabiity

=N

= . automated addition of hardware

"Gf —~ . resources to virtual servers

2;3/2 l .4 ¢ Proven monitoring and accounting

o g L tools

S:J 0 . 4 ™
5 10 25 50 Allocate hardware resources

In seconds or minutes to meet

your SLAs
22 \ )lation

Concurrent Users




5.5 GHz

Large caches

00O design

z/OS Multi-Threaded Java Workload
SDK7 SR1 on zEC12 vs. SDK5 SR5 on z9

140.00

120.00

100.00

80.00 4

60.00

40.00 4

Normalized Throughput

20.00

0.00

—— zEC12
SDK7 SR1
J926LPCR
—a— 7196
SDK7 SR1
J92.6 LPCR
710 SDK6 SR4
J9 2.4 LPCR

—=— 710 SDK6 GM
J9 2.4

—— 79 SDK5 SR5
J92.3

4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
Threads

Up-to 45% improvement in throughput amongst Java workloads measured with zEC12

Multi-threaded workload shows ~11x aggregate hardware and software improvement comparing Java5SR5 on

z9 to JavaZ7SR1 an zEC12

23
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Proof Positive: zEC12 Performance Improvements
Predictable Linear Scalability for Operational BA

Response Time Improvement
ZEC12 vs z196 (4-way)

i Scale to support more usersin a
T3 90% CPU linear predictable fashion

g m a9 = 18% to 24% response time

i j o improvement with zEC12
) h » 23% to 36% throughput improvement
, m= T I] with zEC12

Concurrent Users

Normalized Throughput Improvement (ITR)
ZEC12 vs 7196 (4-way) Scale to support more

operational users without an
iIncrease in hardware investment

700

600

500

N
o
S

W z196
0O zEC12

Trans/min
w
o
o

v System z improvements continue to
drive value for analytic workloads

200

100

5 10 20 40 80
Concurrent Users © 2013 IBM Corporation
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Proof Positive: zEC12 Performance Improvements
Predictable Linear Scalability for Batch Reporting

Response Time Improvement

0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

ZEC12 vs 2196 4-way

> 90% CPU

|

B

20 40
Concurrent Users

B7196
ZEC12

Normalized Throughput Improvement (ITR)

Trans/min

25

ZEC12vs 2196 4-way

20

ConcurrentUsers

40

W z196
O zec12

Scale to support more users in a
linear predictable fashion

» 27% to 32% response time improvement with
ZEC12

= 43% to 48% throughput improvement with
ZEC12

-

\

\
Support your user community with sub
second response time and improve
your service level agreements. D

v System z improvements continue to drive
value for analytic workloads

© 2013 IBM Corporation



Cognos Bl High Level Architecture
i ] )

Business U sers Executives Business Analysts
Customers & Partners Business Managers Bl Professional s

" Business Application &
Content Web Servers

Data Profession al

Shared Set of Purpose-Built Services
Modeler : s

i

"]
IT Administrators n
i

Secunty Provider
& Firewalls

Data Integration .
Data Quality Tool

Platforms &
IT Architect Databases

Application Developer

o [ b = g o=
Message  Relational  Application oLap  Modem and

Sources Sources SOl Ces Sources Legacy Sources
26
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Cognos Bl

[ Web Browsers | ]

PRESENTAT%N/ WEB TIER:

\4
HTTP Server

High Level Architecture

\

|
Dispatcher B
|
content Manager Report Service Other Services : !
Service >

ﬁ /’

/

,_C______________;f________________:\l

Relational
Database (DB2)

Content

Tivoli Directory
server (Security
Namespace)

Store

N

IBM Cognos
PowerCubes
(OLAP)
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Cognos Bl

High Level Architecture on z/OS —

Recommended
]

[Web Browsers J' i' ' |
7 ——

1 1
1 1
1 1

APPLICATION TIER and P'RE:‘SENTATION/WEB TIER:

,___________Apgﬂc_a_tipn_s_ei&%@_wi\_N_ep_Sghgr_el ______________

—————————————————————————————————————————————————— \

N

Dispatcher |

Ly

[ Content Manager } [ Report Service } [Other Services} I'

| Service %
\\ /* A

Tivoli Directory Relati | IBM Cognos
elationa

server (Security Content ST ——— Power cubes

28 Namespace) Store A (OLAP)
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Cognos Bl for zEnterprise
Install Steps

IBM zEnterprise® EC12 with IBM zEnterprise
BladeCenter® Extension (zBX) Model 003

1
I
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qq||
I

&

“Inside the box”
virtual networking with
—— Hipersockets or z/VM
vswitch

OR

external networking with
OSA or InfiniBand

... & more apps

LPAR1 LPAR2 LPAR x LPAR Yy LPAR z

GP1 |GP2| | ... .. | |ZNIPs| EAAPS

IFL1 IFL1 IFLn

zBX

...a potential source of cost savings given zEnterprises ability to over-
commit CPU capacity and automate with the Unified Resource Manager

© 2013 IBM Corporation
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“Inside the box”
virtual networking with

IBM Cognos Bl for zEnterprise Install Steps _— wipersockets or zvm
...a potential source of cost savings given z/VM'’s ability vswitch

to over commit CPU capacity

IBM zEnterprise® EC12 with IBM zEnterprise BladeCenter® Extension (zBX)

Model 003

OR

external networking with
OSA or InfiniBand

[’ LPAR1

LPAR2

LPAR X

GP1| (GP2

zIIPs| ZAAPS

... & more apps

LPAR Yy LPAR z

IFL1 IFL1 IFLn

zBX

N

zIIP, zAAP, IFL engines have no impact

on z/OS license fees

I
z/VM and most Linux software fees are
priced on real engine capacity...
© 2013 IBM Corporation
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Cognos Bl for zEnterprise
Implementing Cognos Bl failover and managing growth option

HTTP Server

Cognos CM

(active) (standby)

WAS e WAS
Cognos RS

WAS

HTTP Server

Cognos CM

Cognos RS
WAS

DB2 Content Store

z/IVM

31

» Vertical growth may be least cost — how large is “optimal”?

» What usage monitoring it needed?

» What SLAs have been committed?

» What components should be architected in failover? 201318y corporation



Predictive Analytics for Linux on zEnterprise - |

qq||
Im

&

SPSS Decision Management for Linux on
System z

= Employs both predictive models and business rules to
automatically generate recommended actions

SPSS Collaboration and Deployment Services
for Linux on System z

* Provides role-based models and security for in scoring,
job scheduling, repository services, and integration

IBM SPSS Statistics for Linux
on System z

= Apply math to decision making and research for
commercial, government,
and academic users

Predictive

Customer Analytics
Acquire Manage

Grow Maintain

Retain Maximize

32

———
Predictive

Operational Analytics

IBM SPSS Modeler for Linux
on System z

= Data mining tool used for generating hypotheses and
scoring

= Text analysis for unstructured data to model consumer
behavior

» In-Transaction Scoring with DB2 z/OS: Embeds the
Scoring Algorithm Directly within the Transactional
Application

Predictive

Threat & Risk Analytics
Monitor

Detect
Control

© 2013 IBM Corporation
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Scoring Options with an OLTP Application

2) Real-time Scoring

, la) Web Services scoring
Call/Response

Dellvers al v 2b) In-DB scoring
dynamic v

Score J—— Historical Data Scoring and
T store Modeling
Appllcatlon
%ppp :%;P =L ’ - _EL>CO F =
R-T, mriT:1t,hhr,wk, I % @
/ Applicati g
on T score value insert to DB |

Batch Copy
(nightly, weekly, monthly)

}—;J 1) Historical Scoring

Delivers

a static
33 sScore © 2013 IBM Corporation



Modeler 15 Real-time
Scoring with DB2 for z/OS

Support for both in-transaction and ‘

in-database scoring on the same platform
End to end
solution
DB2 for B
Customer Business z/OS Data
Interaction Data In S)(/)SE'?'Q / Historical Store
¢ » L
| = R-T,
_ o ~~  min, hr,
Real-Time Score/  wl/latest o opy Reduced
Qi data — -
Decision Out > l Networking
— SPSS
1 M_odeler
Meet & e "-3".,
Exceed SLA —
For Linux on
System z
I _
Scoring
Algorithm

o Consolidated Resources © 2013 IBM Corporation
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Can you really scale to support the volume of
transactions an OLTP application processes
without impacting performance?

v" Meets most demanding workload v' Meets stringent SLA requirement

» 3K to 5K transactions per

= Small additional CPU cost

second requested to score
SPSS Sconng Adaptor for DB2 for 03 - SP5S Scoring Adaptor for DB2 for Z/0Ss
zEC12 Throughput CPU Lttilization Distribution

14000 100%
o 12000 I

< B0%
& 10000 & Historical
2000 Score
<%=Real Time
&0 Score
4000

0 0% L

60%

40%

20%

Senvice Unit Distribution

Transactions per Se

Mumber of CP Engines

v" Provides best value

2HS2RT4HS 4RT 2HE 8RT
Score Type / Number of Engines

B SCORING
B TCRIP

B ez

O ooF

= Most accurate score is calculated in real time

35
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SPSS Modeler Scoring Adaptor Real-Time
Scoring z196 vs. zEC12 Performance

Comparison
v Meets most demanding workload v Meets stringent SLA requirement
= ~50% improvement in = ~50% improvement in
transactions per second elapsed time
= at high utilization levels = at high utilization levels
SPSS Scoring Adaptor for DB2 for Z/0S' SPSS Scoring Adaptor for DB2 for Z0S
Elapsed Time Companson (z196 vs zEC12) Throughput Comparison (z196 vs zEC12)
45 12000
40
2 » = 10000
% a0 w105 38_:‘1 8000 7196
= = Scores s Scores
E o +2EC12 2 800 +2EC12
E 15 SCOES E 4000 Scores
R i 5
= =2 2000
2 o S
= 2 4 & 2 4 &
Mumber of CP Engines Mumber of CP Engines

v System z improvements continue to drive value for analytic workloads
36 © 2013 IBM Corporation



An enterprise information hub on a
single, integrated, secure platform

Transactional
Solutions
Industry leader in

mission critical
transactional systems

Industry recognized
leader in Bl, PA & DW
solutions

Start with your most
critical business issue &
quickly realize biz value

with the flexibility to

expand & grow across
the enterprise

Unprecedented mixed workload flexibility & virtualization providing the most options for cost
effective consolidation

© 2013 IBM Corporation
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IBM zEnterprise Analytics System 9700/9710

Mixed Workloads for Next Generation Business Analytics

The next generation of zEnterprise analytics; an
integrated solution of hardware, software and
services that enables customers to rapidly deploy

cost effective game changing analytics across

their business.

Preselected Pretested Solution Priced

All the necessa Over 20 different Aggressively priced for a
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Learn More!

—Visit the IBM Mainframe Business Analytics & Data

Warehousing Website
http://www.ibm.com/software/os/systemz/badw/

—Join the IBM Analytics Networking Community
http://db2forzos.ning.com/group/datawarehousebusinessintelligenceon
systemz
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