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Chapter 1. Overview

IBM® Tivoli® Composite Application Manager for SOA provides the management
function for managing the services and mediations in a service oriented architecture
(SOA) running on Web application servers and the IBM WebSphere Enterprise
Service Bus (WESB). For supported environments, IBM Tivoli Composite
Application Manager for SOA monitors and performs simple control of message
traffic between Web services in the SOA. IBM Tivoli Composite Application Manager
for SOA relies on a distributed network of data collectors to feed data into Tivoli
Management Services for analysis and management.

IBM Tivoli Composite Application Manager for SOA works in concert with other
products to support the logical services management layer in a complete SOA
management solution, and to manage the resources that support the services and
the IBM WebSphere Enterprise Service Bus.

IBM Tivoli Composite Application Manager for SOA focuses on discovery of services
in a wide range of application server runtime environments that are most common
in early SOA adoption projects, such as Microsoft .NET, BEA WebLogic Server, IBM
WebSphere Application Server, and others. IBM Tivoli Composite Application
Manager for SOA supports production IT environments, and status and situation
generation.

IBM Tivoli Composite Application Manager for SOA is installed and operates within
the management infrastructure of the Tivoli Management Services environment. The
following list describes the primary components of IBM Tivoli Composite Application
Manager for SOA:

* A monitoring agent that interacts with the managed application servers and
infrastructure middleware to collect data, and store the data in a log file. The
monitoring agent consists of the following sub-components:

— An Intelligent Remote Agent (IRA)

— One or more Data Collectors (DCs) that are installed locally on every
application server runtime environment where Web services are to be
managed. The data collector is the lowest-level component of the monitoring
agent. This component is responsible for actually observing what is happening
in the environment that it is designed to monitor. The data collected by the
data collector is provided to the Data Collector Adapter through a log file on
the monitored machine, for transmittal through the Tivoli Management
Services infrastructure. Data collectors typically have access to the following
types of information about the message traffic it monitors:

- Source and destination (machine name, application server name, service
name and operation name)

- Whether the message is a request or a response
- Interaction type (synchronous or asynchronous)

- The association of a request to its response during an asynchronous
interaction

- The response time for the message

- Whether or not the message generated a fault

- Whether the message is a one-way or a two-way message

- Optionally, the actual header and body content of the message itself

— A Data Collector Adapter (DCA), used to communicate between the Data
Collector and Intelligent Remote Agent. The Data Collector Adapter accesses

© Copyright IBM Corp. 2006 1



the data stored in the log file by the data collector, and stores data collector
configuration data in a configuration file that is accessed by the data collectors
on each managed system.

* A set of management data using logical table constructs.
* A set of queries and commands

IBM Tivoli Composite Application Manager for SOA can also process correlation
information from the message traffic to create pattern and sequence views in the
IBM Web Services Navigator, a separate tool provided with IBM Tivoli Composite
Application Manager for SOA.

IBM Tivoli Composite Application Manager for SOA provides basic control of
message traffic, including the logging of messages and filtering messages based on
criteria that you can configure (machine name, service name, operation name, and
IP address of the requester).

Linux operating system support

In addition to the operating system platforms supported by IBM Tivoli Composite
Application Manager for SOA v6.0, additional support for Linux® operating systems
is available through the installation of the IBM Tivoli Composite Application Manager
for SOA v6.0 Linux Platforms Media Delivery Pack. This additional function provides
support for running IBM Tivoli Composite Application Manager for SOA in all
supported application server runtime environments on Linux operating systems. If
you plan to install Sparkler 2 on a supported Linux operating system, you must first
install this Media Delivery Pack on top of the base IBM Tivoli Composite Application
Manager for SOA product.

See the IBM Passport Advantage® Web site for more information on obtaining and
installing this Media Delivery Pack for Linux operating system support:

http://www-306.17bm.com/software/howtobuy/passportadvantage/pao_customers.htm

What is included in Sparkler 2?

2

Version 6.0 of IBM Tivoli Composite Application Manager for SOA provides support
for monitoring and simple control of Web services running in IBM WebSphere
Application Server, BEA WebLogic Server and Microsoft .NET. This support includes
a set of data collectors within the OMEGAMON® infrastructure, taking advantage of
functions available in the Tivoli Enterprise Portal. These data collectors also operate
in the IBM Tivoli Monitoring v6.1 infrastructure.

A Sparkler is an IBM delivery mechanism used to include additional features in a
current product release. This document describes the installation and operation of
the additional features included in Sparkler 2 for IBM Tivoli Composite Application
Manager for SOA v6.0. Sparkler features are provided with limited function.

Previously, an earlier Sparkler, called Sparkler 1, was made available, and included
the following features added to the base product:

»  Support for JAX-RPC Web services running in the JBoss 4.0.3 application
server runtime environment.

» Instrumentation and monitoring support for the Services Component Architecture
(SCA) infrastructure of IBM WebSphere Process Server and IBM WebSphere
Enterprise Service Bus.
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» Monitoring support for Web service flows through a DataPower appliance acting
as a proxy between the Web service client and server.

Sparkler 2 includes all of the function provided in Sparkler 1, in addition to the
following new features being added to IBM Tivoli Composite Application Manager
for SOA v6.0:

» Support for Web services running in the SAP NetWeaver 6.40 application server
runtime environment.

» Support for JAX-RPC Web services running in the WebSphere Community
Edition (CE) application server runtime environment.

* The ability to launch the DataPower Web browser based user interface from a
row in the Services Inventory table to configure the DataPower appliance.

With Sparkler 2, the data collectors for IBM Tivoli Composite Application Manager
for SOA support these application server runtime environments with functions
similar to those environments supported in the base v6.0 product. Data from these
environments are displayed as additional environment types in Tivoli Enterprise
Portal workspaces and views, with the following limitations:

» The SCA data collector does not provide the same level of functionality as other
data collectors.

» SCA data is displayed in the same set of existing workspaces and views as the
IBM WebSphere Application Server data collector.

* The DataPower data collector does not provide any filtering capabilities.

» There is no support in the IBM Web Services Navigator for the DataPower and
SCA data collectors.

The rest of this document describes the procedure for installing Sparkler 2 and
provides more information on configuring and enabling the applications for these
data collectors to run in these new application server runtime environments.

Related publications

This section lists publications in the IBM Tivoli Composite Application Manager for
SOA library. Refer to this documentation for more information about the base
product for this Sparkler 2, and for additional information on how to access IBM
Tivoli publications online and how to order IBM Tivoli publications.

The IBM Tivoli Composite Application Manager for SOA library contains the
following publications:

* IBM Tivoli Composite Application Manager for SOA Release Notes, Gl11-4096

Contains late-breaking information about IBM Tivoli Composite Application
Manager for SOA product limitations and workarounds, and pointers to other
documentation to help you begin installing and using the product.

» IBM Tivoli Composite Application Manager for SOA Installation and User's Guide,
GC32-9492

Provides an overview of the Tivoli Management Services environment and the
planning information and procedures you need to install and configure the IBM
Tivoli Composite Application Manager for SOA monitoring agent. This guide also
provides use information on monitoring and managing resources with IBM Tivoli
Composite Application Manager for SOA. This guide also provides
troubleshooting information about the various components of IBM Tivoli
Composite Application Manager for SOA, as well as information about log files
and informational, warning, and error messages.
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« Configuring IBM Tivoli Composite Application Manager for SOA on z/OS®,
SC32-9493

Provides information about configuring IBM Tivoli Composite Application Manager
for SOA to operate in the z/OS operating system environment. Before using this
publication, you must complete the installation procedures as documented in the
Program Directory for IBM Tivoli Composite Application Manager for SOA, V6.0,
Program Number 5698-A77, for Use with z/OS , GI11-4100. This publication is
written for system administrators and others who are responsible for installing
and configuring IBM Tivoli Composite Application Manager for SOA in the z/OS
environment.

 Installing and Troubleshooting IBM Web Services Navigator, GC32-9494

Provides information about installing and using an Eclipse based plug-in for
extracting Web services information that has been collected by IBM Tivoli
Composite Application Manager for SOA data collectors and stored in a
database, and displaying the data in several views to assist a Web services
architect in visualizing relationships between services.

In addition to the documentation library for Release 1, see|‘Linux operating system|
lsupport” on page 2| for more information about additional support provided in the
Linux Platforms Media Delivery Pack, available on the IBM Passport Advantage
Web site.

Support information

4

Appendix B, “Obtaining IBM software support for IBM Tivoli Composite Application|
Manager for SOA,” on page 79|describes the following options for obtaining support
for IBM products:

+ [‘Searching knowledge bases” on page 79|
« [‘Obtaining fixes” on page 79|
+ [‘Contacting IBM Software Support” on page 80|

You can find specific support information for the IBM Tivoli Composite Application

Manager for SOA product, its Sparklers and Technotes, on the product support Web

site:

http://www.ibm.com/software/sysmgmt/products/support|
/IBMTivoliCompositeApplicationManagerforSOA.html
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Chapter 2. Installing Sparkler 2

The installation of Sparkler 2 involves downloading the required zipped packages
from the product support Web site, and unpacking them into existing IBM Tivoli
Composite Application Manager for SOA product directories, then configuring the
Tivoli Enterprise Portal Server, Tivoli Enterprise Monitoring Server, and data
collectors (for each supported platform) as needed.

Do you already have Sparkler 1 installed? If you already have Sparkler 1
installed over your base v6.0 product, you can install Sparkler 2 over Sparkler 1. If
you do not already have Sparkler 1 installed, just install Sparkler 2 over the base
v6.0 product, as it already includes all of the function provided with Sparkler 1.

This installation assumes that you have already successfully installed IBM Tivoli
Composite Application Manager for SOA v6.0 in your Tivoli Management Services
environment. See ['‘Related publications” on page 3 for installation and configuration
procedures.

Installing on Linux operating systems: If you are installing this Sparkler 2 on a
supported Linux operating system, this installation also assumes that you have
already installed the IBM Tivoli Composite Application Manager for SOA v6.0 Linux
Platforms Media Delivery Pack for this support before installing this Sparkler. See
|“Linux operating system support” on page 2| for more information on this
prerequisite.

Do you have a distributed installation? If so, install Sparkler 2 first on the
computer system where Tivoli Enterprise Portal Server is installed, followed by the
Tivoli Enterprise Monitoring Server system, and then the systems where data
collectors are located.

Note that you do not need to reseed the Tivoli Enterprise Monitoring Server after
installing Sparkler 2.

Are applications (or servers) for other data collectors already enabled? The
computer system where you install Sparkler 2 might already have applications (or
servers, depending on your environment) enabled for other IBM Tivoli Composite
Application Manager for SOA data collectors. Any combination of supported IBM
Tivoli Composite Application Manager for SOA environment types can coexist on a
single system. You can enable applications (or servers) for as many environment
types as you choose. Note that throughout this document we refer to enabling
applications for the data collector, but for environments such as WebSphere,
assume we are referring to enabling the server.

Re-enable existing applications after installing: Due to shared code between the
data collector environments supported with this Sparkler 2 and other environments
supported with IBM Tivoli Composite Application Manager for SOA (IBM WebSphere
Application Server, JBoss, and BEA WebLogic Server only), after installing this
Sparkler, you must run the KD4configDC utility to disable and re-enable applications
for these types of existing environments that are deployed on the same system, to
ensure that the data collector is running at the same product level for all
environments. See the documentation library for IBM Tivoli Composite Application
Manager for SOA for details on disabling and re-enabling applications for these
other supported environments.

© Copyright IBM Corp. 2006 5



See the IBM Tivoli Composite Application Manager for SOA Release Notes and the
ReadMe for the Linux patch for information on supported operating system
platforms and other hardware and software requirements.

Installing Sparkler 2

Complete the following steps to install this Sparkler into your existing IBM Tivoli
Composite Application Manager for SOA product environment:

1.

This procedure assumes that you have already installed the base IBM Tivoli
Composite Application Manager for SOA product in your Tivoli Management
Services environment, with or without Sparkler 1 installed. See the publications
provided with IBM Tivoli Composite Application Manager for SOA for more
information.

If you are installing on a Linux operating system supported by the IBM Tivoli
Composite Application Manager for SOA v6.0 Linux Platforms Media Delivery
Pack, you should have already applied this media delivery pack to the base IBM
Tivoli Composite Application Manager for SOA product. See the documentation
provided with the delivery pack for more information.

The installation of Sparkler 2 involves downloading and unpacking a set of
compressed files into the existing Tivoli Management Services environment.
Follow your local enterprise procedures to backup the Tivoli Management
Services environment prior to installing Sparkler 2 in case you need to restore
your environment to the current state.

Is a BEA WebLogic Server running?: If you already have BEA WebLogic
Server running on the same target computer system where you are installing
this Sparkler, stop the BEA WebLogic Server before installing Sparkler 2.

Is a DataPower proxy being used?: If you already have a DataPower proxy
running on the same target computer system where you are installing this
Sparkler, stop the proxy before installing Sparkler 2.

If you are installing support for Tivoli Enterprise Portal Server, Tivoli Enterprise
Monitoring Server, Tivoli Enterprise Portal, or data collector support on each
computer system where Web services are to be monitored, see the sections
that follow.

Installing support for Tivoli Enterprise Portal Server
To install support for Tivoli Enterprise Portal Server, complete the following steps:

6

1.
2.

Stop the Tivoli Enterprise Portal Server.
Download and unpack the appropriate compressed file package as follows:
+ For supported Windows® operating systems:
a. Locate and download the 6.0.0-TIV-ITCAMSOAS2_TEPS-WIN-FT002.zip

compressed file package to a temporary directory on the Tivoli Enterprise
Portal Server computer system.

b. Unpack the files into the <TMS_DIR> directory, where <TMS_DIR> is the
directory where Tivoli Management Services is installed (for example,
C:Aibm\itm or C:\Candle on Windows). The files will be unpacked into their
correct location in the \CNPS subdirectory.

» For supported Linux operating systems:

a. Locate and download the 6.0.0-TIV-ITCAMSOAS2_TEPS-UNIX-
FT002.tar.gz compressed file package to a temporary directory
<TEMP_DIR> on the Tivoli Enterprise Portal Server computer system.

b. Unpack the compressed file package with the following command:
gzip -d 6.0.0-TIV-ITCAMSOAS2_TEPS-UNIX-FT002.tar.gz

Installation and User's Guide



Navigate to the SCANDLE_HOME/Ii6243 directory where Tivoli Enterprise
Portal Server is installed.

Verify that there is a subdirectory named /cq in this directory.
Run the following command:
tar -xvf <TEMP_DIR>/6.0.0-TIV-ITCAMSOAS2_TEPS-UNIX-FT002.tar

3. Navigate to the CNPS directory and run the InstallPresentation.bat (or, for Linux
operating systems, InstallPresentation.sh) script to install updates to the IBM
Tivoli Composite Application Manager for SOA presentation definitions for the
Tivoli Enterprise Portal Server:

* Open the Manage Tivoli Enterprise Monitoring Services console and verify
that the Tivoli Enterprise Portal Server is running.

* For supported Windows operating systems, do the following:

a.

From a command line, navigate to the %CANDLE_HOME%\CNPS
directory and issue the following command:

InstallPresentation.bat

» For supported Linux operating systems, navigate to the /bin folder in the IBM
Tivoli Monitoring home directory (/opt/IBM/ITM/bin), and issue the following
command:

./CandleExecute cq InstallPresentation.sh
4. Restart the Tivoli Enterprise Portal Server.

Installing support for Tivoli Enterprise Monitoring Server
To install support for Tivoli Enterprise Monitoring Server, complete the following

steps:

1. Stop the Tivoli Enterprise Monitoring Server.
2. Download and unpack the appropriate compressed file package as follows:
* For supported Windows operating systems:

a.

Locate and download the 6.0.0-TIV-ITCAMSOAS2_TEMS_CMS-WIN-
FT002.zip compressed file package to a temporary directory on the Tivoli
Enterprise Monitoring Server computer system.

Unpack the files into the <TMS_DIR> directory, where <TMS_DIR> is the
directory where Tivoli Management Services is installed (for example,
C:\ibm\itm or C:\Candle). The files will be unpacked into their correct
location in the \CMS subdirectory.

» For supported AlX, Solaris, or Linux operating systems:

a.

Locate and download the 6.0.0-TIV-ITCAMSOAS2_TEMS_CMS-UNIX-
FT002.tar.gz compressed file package to a temporary directory
<TEMP_DIR> on the Tivoli Enterprise Monitoring Server computer
system.

Unpack the compressed file package with the following command:
gzip -d 6.0.0-TIV-ITCAMSOAS2_TEMS_CMS-UNIX-FT002.tar.gz

Navigate to the SCANDLE_HOME/tables/<TEMS_Server> directory,
where <TEMS_Server> is the name of the Tivoli Enterprise Monitoring
Server.

Verify that there are subdirectories named /ATTRIB and /RKDSCATL
under this subdirectory.

Run the following command:

tar -xvf <TEMP_DIR>/6.0.0-TIV-ITCAMSOAS2_TEMS_CMS-UNIX-FT002.tar

3. Restart the Tivoli Enterprise Monitoring Server.
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Installing support for Tivoli Enterprise Portal

To install support for Tivoli Enterprise Portal, complete the following steps:

1. Stop the Tivoli Enterprise Portal desktop client.

2. Download and unpack the appropriate compressed file package as follows:
» For supported Windows operating systems:

a.

Locate and download the 6.0.0-TIV-ITCAMSOAS2_TEP-WIN-FT002.zip
compressed file package to a temporary directory on the Tivoli Enterprise
Portal computer system.

Unpack the files into the <TMS_DIR> directory, where <TMS_DIR> is the
directory where Tivoli Management Services is installed (for example,
C:ibm\itm or C:\Candle on Windows). The files will be unpacked into their
correct location in the \CNP subdirectory.

» For supported Linux operating systems:

a.

Locate and download the 6.0.0-TIV-ITCAMSOAS2_TEP-UNIX-
FT002.tar.gz compressed file package to a temporary directory
<TEMP_DIR> on the Tivoli Enterprise Portal computer system.

Unpack the compressed file package with the following command:
gzip -d 6.0.0-TIV-ITCAMSOAS2_TEP-UNIX-FT002.tar.gz
Navigate to the ITM home directory (for example, /opt/IBM/ITM) directory

Navigate to the operating system specific directory where the Tivoli
Enterprise Portal is installed. For example, /1i6243 for Tivoli Enterprise
Portal running on Linux on an Intel processor.

Verify that there is a subdirectory named /cj in this directory.
Run the following command:
tar -xvf <TEMP_DIR>/6.0.0-TIV-ITCAMSOAS2_TEP-UNIX-FT002.tar

3. Restart the Tivoli Enterprise Portal.

Installing data collector support

To install data collector support on each computer system where services are to be
monitored, or where the DataPower data collector proxy will be running (see
[Chapter 5, “The DataPower data collector,” on page 21| for more information),
complete the following steps:

1. Use the Manage Tivoli Monitoring Services console to stop the IBM Tivoli
Composite Application Manager for SOA service.

2. Reminder: If you have not already stopped an existing BEA WebLogic Server
or DataPower proxy, do so now before unpacking the compressed file
packages.

3. Download and unpack the appropriate compressed file package as follows:

* For supported Windows operating systems, locate and download the
6.0.0-TIV-ITCAMSOAS2_DCA-WIN-FT002.zip compressed file package to a
temporary directory, and then unpack the files into the <TMS_DIR> directory.
The files will be unpacked into their correct location in the \CMA subdirectory.

+ For supported AIX® operating systems, locate and download the
6.0.0-TIV-ITCAMSOAS2_DCA-AIX433-FT002.tar.gz compressed file package
to a temporary directory, and then unpack the files into the <TMS_DIR>
directory. The files will be unpacked into their correct location in the /aix433
subdirectory.

» For supported Solaris operating systems, locate and download the
6.0.0-TIV-ITCAMSOAS2_DCA-SOL283-FT002.tar.gz compressed file

8
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5.

package to a temporary directory, and then unpack the files into the
<TMS_DIR> directory. The files will be unpacked into their correct location in
the /s01283 subdirectory.

For supported Linux (on Intel®) operating systems, locate and download the
6.0.0-TIV-ITCAMSOAS2_DCA-LI6243-FT002.tar.gz compressed file package
to a temporary directory, and then unpack the files into the <TMS_DIR>
directory. The files will be unpacked into their correct location in the /1i6243
subdirectory.

For supported Linux (on z/OS) operating systems, locate and download the
6.0.0-TIV-ITCAMSOAS2_DCA-LS3243-FT002.tar.gz compressed file
package to a temporary directory, and then unpack the files into the
<TMS_DIR> directory. The files will be unpacked into their correct location in
the /1s3243 subdirectory.

If there are existing applications that are enabled for the IBM Tivoli Composite
Application Manager for SOA data collector on these computer systems,
re-enable them by completing the following basic steps:

a. Stop the applications servers that are currently enabled for the IBM Tivoli

Composite Application Manager for SOA data collector.

b. Re-enable the application by running the KD4configDC utility (see the IBM

Tivoli Composite Application Manager for SOA documentation for details).
Restart the application servers.

Restart the IBM Tivoli Composite Application Manager for SOA service.

The chapters that follow describe the new data collector support provided with
Sparkler 2.

Chapter 2. Installing Sparkler2 9
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Chapter 3. The JBoss data collector

This chapter describes the support for JAX-RPC Web services running in the JBoss
Java™ 2 Enterprise Edition (J2EE) version 4.0.3 application server runtime
environment.

Enabling applications for the data collector

To enable JBoss applications for the data collector, complete the following steps:

1.

© Copyright IBM Corp. 2006

You should have already completed the installation procedure for installing
Sparkler 2 in the existing IBM Tivoli Composite Application Manager for SOA
environment on the computer where your JBoss application server is installed.
See [‘Installing Sparkler 2” on page 6| for details.

Optionally stop the JBoss application server before enabling the application for
the data collector. You do not have to stop the application server before running
the KD4configDC utility, but the data collector does not begin to collect data
until after the JBoss application server is stopped and restarted. You might
prefer to stop and restart the JBoss application server during off shift hours.
Refer to your JBoss documentation for the specific procedure to stop the JBoss
application server.

Run the KD4configDC utility to enable the application for the data collector.
When there are multiple server instances within the same JBoss application
server runtime environment, you must run the KD4configDC utility for each
instance. Run the KD4configDC utility as follows:

a. Depending on your operating system, navigate to one of the following
locations:

* For supported Windows operating systems, navigate to
%CANDLE_HOME%\CMA\KD4\bin.

» For supported AIX operating systems, navigate to $CANDLEHOME/
aix433/d4/KD4/bin.

» For supported Solaris operating systems, navigate to
$CANDLEHOME/s01283/d4/KD4/bin.

» For supported Linux (on Intel) operating systems, navigate to
$CANDLEHOME/i6243/d4/KD4/bin.

» For supported Linux (on z/OS) operating systems, navigate to
$CANDLEHOME/Is3243/d4/KD4/bin.

b. Run the following command:

» For supported Windows operating systems:
KD4configDC.bat -enable -env 4 <server configuration> <JBoss_Home>

» For supported AIX, Solaris, and Linux operating systems:
KD4configDC.sh -enable -env 4 <server configuration> <JBoss_Home>

In these commands, the following parameters are specified:

» <server configuration> is the type of JBoss application server to be
configured. Valid values are:

default
This configuration type contains everything needed to run a
standalone J2EE server.

all This configuration type starts all available services, including the
RMI/IIOP and clustering services, and the Web services deployer,
which are not loaded in the default configuration.
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A third possible configuration type, minimal, is not supported.

You can also create your own server configuration type by modifying the
default or all types, or mixing and matching capabilities from either or
both, and saving it as a new server configuration type name. You can
then specify that new server configuration type in the KD4configDC utility.

* <JBoss_Home> is the directory path name where the JBoss application
server is installed, for example, C:\JBoss on a Windows operating system
(note that if this path name contains a blank space, the entire path is
surrounded with quotation marks). If you have this directory path defined
in the environment variable, JBOSS_HOME, then this parameter is
optional.

Examples:

KD4configDC.bat -enable -env 4 default

In this example, the default server configuration is used, and the
JBOSS_HOME environment variable is used to specify the JBoss base
installation directory. The command completes with a return code of 0.
KD4configDC.bat -enable -env 4 all C:\JBoss

In this example, the all server configuration type is specified to enable
monitoring for the JBoss configuration that has all services started. The
JBoss base installation directory is explicitly specified, and because there are
no blank spaces in the path, the argument can be specified without
surrounding quotation marks.

KD4configDC.bat -enable -env 4 myConfig

In this example, the user-customized server configuration type myConfig is
specified, and the JBOSS_HOME environment variable is used by default to
specify the JBoss base installation directory.

KD4configDC.bat -enable -env 4 default "C:\App Servers\JBoss"

In this example, the JBoss base installation directory is specified explicitly,
and because there is a blank space in the path, the argument is surrounded
by quotation marks.

KD4configDC.sh -enable -env 4 all /opt/IBM/JBoss

This example is for running KD4configDC on a supported AlX, Solaris, or
Linux operating system.

You can issue the following command to view the online help for KD4configDC:

For supported Windows operating systems:
KD4configDC.bat -h

For supported AlX, Solaris, or Linux operating systems:
KD4configDC.sh -h

4. Restart the JBoss application server (refer to your JBoss documentation for the
specific procedure). The data collector becomes active after the JBoss
application server is restarted.

You only need to enable the JBoss application for the data collector once in the
JBoss application server runtime environment. If you add new applications to the
environment, the data collector begins monitoring the new applications
automatically.
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Disabling applications for the data collector

You can disable JBoss applications for the data collector using the KD4configDC
utility as follows:

1. Optionally stop the JBoss application server.
2. Depending on your operating system, navigate to one of the following locations:

* For supported Windows operating systems, navigate to %CANDLE_HOME%\
CMA\KDA4\bin.

» For supported AIX operating systems, navigate to $CANDLEHOME/aix433/
d4/KD4/bin.

» For supported Solaris operating systems, navigate to SCANDLEHOME/
s0l283/d4/KD4/bin.

» For supported Linux operating systems, navigate to SCANDLEHOME/Ii6243/
d4/KD4/bin.

3. Run the following command:
* For supported Windows operating systems:
KD4configDC.bat -disable -env 4 <server configuration> <JBoss_Home>
» For supported AlX, Solaris, and Linux operating systems:
KD4configDC.sh -disable -env 4 <server configuration> <JBoss_Home>
4. After the command completes, restart the JBoss application server.

The JBoss data collector continues to collect data until after the JBoss application
server is restarted.

Additional considerations

As you enable and use the JBoss application for the data collector, keep in mind
the following additional considerations:

» If the JBoss application server is stopped, you can successfully enable or disable
the application for the data collector.

» If you attempt to enable or disable the application for the data collector multiple
times in a row (for example, an enable followed by another enable), only the first
invocation takes effect.

See the documentation library and online help information provided with IBM Tivoli
Composite Application Manager for SOA for information on starting and stopping
data collectors, configuring monitoring and filtering settings, understanding
workspaces, views, Take Action commands, and other features that help you
monitor and manage your Web services in the JBoss application server runtime
environment.

Chapter 3. The JBoss data collector 13
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Chapter 4. The SCA data collector

This chapter describes the support for configuring and monitoring the Service
Component Architecture (SCA) infrastructure of IBM WebSphere Process Server
and IBM WebSphere Enterprise Service Bus. Note that this Sparkler does not
provide full data collector support for the SCA environment.

IBM WebSphere Process Server and IBM WebSphere Enterprise Service Bus
introduce a new way to model services in an SOA, called the Service Component
Architecture (SCA). SCA was designed to separate business logic from its
implementation, so that you can focus on assembling an integrated application
without knowing implementation details.

The Service Component Architecture is based on SCA modules and SCA
components. An SCA module is made up of multiple SCA components. In IBM Tivoli
Composite Application Manager for SOA, SCA components are treated as services.

With additional support for the IBM WebSphere Enterprise Service Bus and IBM
WebSphere Process Server initially provided in Sparkler 1 and included in Sparkler
2, IBM Tivoli Composite Application Manager for SOA discovers information about
when a message flows between SCA components.

The SCA data collector is installed and applications are configured once in the IBM
WebSphere Process Server or IBM WebSphere Enterprise Service Bus
environment. The data collector does not require each SCA application to be
configured. When new SCA applications are added to the monitored environment,
they are automatically monitored as well.

The SCA data collector supports both synchronous and asynchronous interactions
flowing through the SCA application server runtime environment. Note that some
asynchronous interactions between SCA components might result in requests or
responses being reported multiple times or not at all. This is caused by thread
switching in the SCA application server runtime environment and limitations of the
SCA data collector in tracking flows across these thread switches. Monitoring of
asynchronous interactions is provided in this Sparkler to give you a more complete
picture of the services that exist in the environment, however you should not expect
the metrics collected for asynchronous interactions to be precise.

Refer to your IBM WebSphere Integration Developer documentation for more
information about these synchronous and asynchronous interactions.

Enabling applications for the data collector

To enable the SCA applications for the data collector, complete the following steps:

1. You should have already completed the installation procedure for installing
Sparkler 2 in the existing IBM Tivoli Composite Application Manager for SOA
environment on the computer where the IBM WebSphere Enterprise Service
Bus and IBM WebSphere Process Server application server runtime
environments are installed. See [‘Installing Sparkler 2” on page 6 for details.

2. Optionally stop the IBM WebSphere Enterprise Service Bus or IBM WebSphere
Process Server application server before enabling applications for the data
collector. You do not have to stop the application server before running the
KD4configDC utility, but the data collector does not begin to collect data until
after the application server is stopped and restarted. You might prefer to stop
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and restart the application server during off shift hours. Refer to your
WebSphere® documentation for the specific procedure to stop and restart the
application server.
3. Run the KD4configDC utility as follows:
a. Depending on your operating system, navigate to one of the following
locations:
* For supported Windows operating systems, navigate to
%CANDLE_HOME%\CMA\KD4\bin.
» For supported AIX operating systems, navigate to $CANDLEHOME/
aix433/d4/KD4/bin.
» For supported Solaris operating systems, navigate to
$CANDLEHOME/s0l283/d4/KD4/bin.
» For supported Linux (on Intel) operating systems, navigate to
$CANDLEHOME/Ii6243/d4/KD4/bin.
* For supported Linux (on z/OS) operating systems, navigate to
$CANDLEHOME/Is3243/d4/KD4/bin.
b. Run the following command:
» For supported Windows operating systems:
KD4configDC.bat -enable -env 9 <WESB_HOME> | <WPS_HOME>
» For supported AlX, Solaris, and Linux operating systems:
KD4configDC.sh -enable -env 9 <WESB_HOME> | <WPS_HOME>
In these commands, the following parameters are specified:
* <WESB_HOME-> is the directory path name where IBM WebSphere
Enterprise Service Bus is installed.
* <WPS_HOME-> is the directory path name where IBM WebSphere
Process Server is installed.

If the directory path name contains a blank space, the entire path must be
surrounded with quotation marks. If you have this directory path defined in
an environment variable, WBI_HOME, then this parameter is optional.

Examples:
* KD4configDC.bat -enable -env 9 %WBI_HOME%

In this example, the %WBI_HOME% environment variable is used to specify
the IBM WebSphere Enterprise Service Bus base installation directory. The
command completes with a return code of 0.

e KD4configDC.bat -enable -env 9 C:\WPS
In this example, the IBM WebSphere Process Server base installation
directory is explicitly specified, and because there are no blank spaces in the
path, the argument can be specified without surrounding quotation marks.

e KD4configDC.bat -enable -env 9 "C:\Program Files\WPS"
In this example, the IBM WebSphere Process Server base installation
directory is specified explicitly, and because there is a blank space in the
path, the argument is surrounded by quotation marks.

e KD4configDC.sh -enable -env 9 /opt/IBM/WPS
This example is for running KD4configDC on a supported AlX, Solaris, or
Linux operating system.

You can issue the following command to view the online help for KD4configDC:
* For supported Windows operating systems:

KD4configDC.bat -h
» For supported AlX, Solaris, or Linux operating systems:

KD4configDC.sh -h
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4. Restart the IBM WebSphere Enterprise Service Bus or IBM WebSphere Process
Server application server (refer to your documentation for the specific
procedure). The data collector becomes active after the application server is
restarted.

Using the data collector in multiple environments

The data collector support for the IBM WebSphere Application Server environment
provided with IBM Tivoli Composite Application Manager for SOA v6.0 can also be
used in the IBM WebSphere Enterprise Service Bus and IBM WebSphere Process
Server environments to monitor Web service flows, similar to basic IBM WebSphere
Application Server environments.

When used together, the data collector support for the SCA environment and the
existing IBM WebSphere Application Server environment provide monitoring for both
SCA flows and Web services flows, respectively, in the IBM WebSphere Enterprise
Service Bus and IBM WebSphere Process Server application server runtime
environments. IBM recommends that you install support and enable applications for
both of these environment types in your WebSphere environment. Applications for
each of these data collector environment types can be independently enabled and
disabled.

Because data collector support for both SCA and IBM WebSphere Application
Server environments runs in the same application server runtime environment,
these environments share the same configuration settings, they share a common
set of log files (metric, operational, and trace), and they appear as one application
server node in the Tivoli Enterprise Portal.

Monitoring controls

Using the Tivoli Enterprise Portal controls to turn monitoring on or off for the
WebSphere application server runtime environment results in data collector support
for both the IBM WebSphere Application Server and SCA environments being
turned on or off. The monitor controls defined for the WebSphere application server
runtime environment apply to both the IBM WebSphere Application Server and SCA
environments (though for SCA, when monitoring is enabled, the only valid message
content level option is none). Any changes to the configuration parameters in the
Tivoli Enterprise Portal views affect data collection for both environment types.

Communication between SCA modules on different application servers

The data collector in the SCA environment monitors flows between SCA
components within a single SCA module. For flows between SCA modules on
different application servers, IBM Tivoli Composite Application Manager for SOA can
only monitor flows that use Web services bindings. These flows are monitored only
for applications that are enabled for Web service flows in the IBM WebSphere
Application Server environment. Other types of bindings between SCA modules are
not monitored by IBM Tivoli Composite Application Manager for SOA.

IBM recommends that you enable applications for both the SCA and IBM
WebSphere Application Server environment types in your IBM WebSphere
Enterprise Service Bus or IBM WebSphere Process Server application server
runtime environments.
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Logging and Filtering

The SCA data collector supports the monitor controls to define which SCA services
and operations to monitor, but ignores the message content logging setting (none,
headers, body, full) and never records message content.

The filter controls (rejection of messages) are not supported by the SCA data
collector. This function is supported by IBM WebSphere Enterprise Service Bus and
IBM WebSphere Process Server mediations to manage the rejection of messages.
To record message content, use the log mediation function of IBM WebSphere
Enterprise Service Bus or IBM WebSphere Process Server.

Disabling applications for the data collector

You can disable applications for the SCA data collector using the KD4configDC
utility. Optionally stop the WebSphere application server and run the KD4configDC
utility as follows:

1. Depending on your operating system, navigate to one of the following locations:

» For supported Windows operating systems, navigate to %CANDLE_HOME%\
CMA\KD4\bin.

» For supported AIX operating systems, navigate to $CANDLEHOME/aix433/
d4/KD4/bin.

» For supported Solaris operating systems, navigate to SCANDLEHOME/
s0l283/d4/KD4/bin.

» For supported Linux operating systems, navigate to SCANDLEHOME/Ii6243/
d4/KD4/bin.

2. Run the following command:
» For supported Windows operating systems:
KD4configDC.bat -disable -env 9 <WBI_HOME> | <WPS_HOME>
* For supported AlX, Solaris, and Linux operating systems:
KD4configDC.sh -disable -env 9 <WBI_HOME> | <WPS_HOME>

After the command completes, restart the application server. The data collector
continues to collect data until the application server is restarted.

Limitations

You should be aware of the following limitations for this Sparkler 2 version of data
collector support for the SCA environment:

* The data collector in the SCA environment only supports monitoring, not filtering.
You can define monitoring controls to limit which SCA services or operations are
monitored, but any filter controls defined to reject messages are ignored.

» Monitor control for the message content parameter (none, headers, body, full)
only supports the none value. All other values are ignored and treated as none.

« The message length for SCA interactions is always reported as zero.

» Information collected in the SCA environment might not render properly in the
IBM Web Services Navigator topology, sequence diagram and patterns views.

* Some asynchronous interactions between SCA components might result in
requests or responses being reported multiple times or not at all. This is caused
by thread switching in the SCA application server runtime environment and
limitations of the data collector in tracking flows across these thread switches.
Monitoring of asynchronous interactions is provided in this Sparkler to give you a
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more complete picture of the services that exist in the environment, however you
should not expect the metrics collected for asynchronous interactions to be
precise.
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Chapter 5. The DataPower data collector

This chapter describes the support for monitoring of Web services flows through a
DataPower appliance acting as a proxy between the Web services client and
server.

IBM recently acquired DataPower, a manufacturer of XML and Web services
acceleration and security appliances. Using a DataPower appliance, you can
improve the security and performance of Web services by offloading functions from
the application server that is hosting the target Web service to a DataPower
appliance. Typical functions that are off-loaded include authentication and
authorization, XML schema validation, and Web services encryption and decryption.

Sparkler 2 for IBM Tivoli Composite Application Manager for SOA v6.0 includes the
DataPower data collector that was initially provided in Sparkler 1. The DataPower
data collector monitors Web services flows through a DataPower appliance and
provides similar services management and availability information that IBM Tivoli
Composite Application Manager for SOA currently provides for application server
runtime environments. This information is displayed in the Tivoli Enterprise Portal
using the usual predefined or user-defined workspaces and views.

Upgrade your firmware: Before using the DataPower data collector, you must
upgrade the firmware on DataPower appliances that you want to monitor, to include
the necessary monitoring and data transformation capabilities. Be sure to upgrade
your firmware to version 3.5.0.5 or later.

The DataPower data collector as a proxy

Data collectors provided with IBM Tivoli Composite Application Manager for SOA
are usually installed directly into the application server runtime environment hosting
the services being monitored. The DataPower appliance, however, does not support
the installation of additional software, such as a data collector. Instead, the
DataPower appliance provides a communication mechanism that allows external
software applications to receive data from its internal transaction log.

The DataPower data collector is installed on a separate machine and uses this
communication mechanism to retrieve monitoring data about Web services requests
flowing through one or more DataPower appliances, and converts the data into a
format that IBM Tivoli Composite Application Manager for SOA can process. In this
way, the DataPower data collector acts as a proxy between the DataPower
appliances and the IBM Tivoli Composite Application Manager for SOA intelligent
remote agent (IRA). The DataPower data collector can be installed on a dedicated
machine, or it can run on a machine that is also running data collectors for other
application server runtime environments. Note that IBM supports only one instance
of the DataPower data collector running on any given machine.

When the DataPower data collector starts, it subscribes to each monitored
DataPower appliance and then polls (at an interval that you can configure) the
appliance for monitoring data. The data retrieved from the DataPower appliance is
written to metric log files in the format used by IBM Tivoli Composite Application
Manager for SOA. When this data is later displayed in the Tivoli Enterprise Portal,
nodes are displayed in the Tivoli Enterprise Portal Navigation view that represent
the DataPower appliances being monitored. You can select workspaces under these
nodes and view the service management data for the Web services requests
flowing through the monitored DataPower appliances.
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The DataPower data collector can subscribe to multiple DataPower appliances, and
retrieve and manage data from multiple domains. This data can then be separated
by DataPower domain or aggregated across multiple domains and appliances,
depending on how you configure the data collector. The DataPower data collector
uses a configuration file that contains information about which DataPower
appliances are being monitored and information needed to establish communication
with each monitored appliance.

Planning for deployment

22

DataPower Web services proxies are defined within application domains, and
DataPower users can be restricted to access some or all domains. When
configuring the DataPower data collector, you must understand how the domains
and users are defined on the monitored DataPower appliances, to ensure that the
data collector uses valid authentication credentials. This refers to user IDs and
passwords that have access to the DataPower domains containing the Web
services proxies to be monitored. In addition, you must decide how you want to
aggregate or separate the data collected from those domains for display in the
Tivoli Enterprise Portal.

You can use DataPower appliances in several typical configurations:

* Single appliance, single domain: The data collector monitors a single
DataPower appliance, with all of the monitored resources defined in a single
domain on the appliance.

» Single appliance, multiple domains: The data collector monitors a single
DataPower appliance, but that appliance has monitored resources that are
defined in more than one domain on the appliance.

* Multiple appliances with different configurations: The data collector monitors
multiple DataPower appliances, and each appliance has a different configuration
of resources to be monitored. Each appliance is configured for a particular job,
with no intention of load-balancing or fail-over between appliances.

* Multiple appliances with identical configurations: The data collector monitors
multiple DataPower appliances, and all of the appliances have an identical
configuration of resources being monitored. All of the appliances are configured
for the same job, taking advantage of load-balancing and fail-over capabilities
between appliances.

Given these typical configurations, the DataPower data collector provides a great
deal of flexibility in defining how the collected monitoring data should be separated
or aggregated, across a single appliance or multiple appliances, for display in the
Tivoli Enterprise Portal. The following examples illustrate how data can be
separated or aggregated for managing the data from various domains and
appliances:

» Separation of data at the domain: You can view the services management data
for the resources in a single domain, separate from the data for resources in
other domains.

« Aggregation of data across domains: You can view the services management
data for the resources in several domains (for example, all of the domains on a
given DataPower appliance) in an aggregated form, with no regard for the
domain in which individual resources are defined.

» Separation of data at the appliance: You can view the services management

data for resources on a single DataPower appliance, separate from the data for
resources on other appliances.
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Aggregation

» Aggregation of data across appliances: You can view the services
management data for the resources on several DataPower appliances (for
example, all of the appliances in a load-balancing cluster) in an aggregated form,
with no regard for what activity occurs on each individual appliance.

By default, the DataPower data collector aggregates data for all of the monitored
domains on a single DataPower appliance (even if the domains are accessed using
different credentials), and keeps the data from each DataPower appliance
separated. See [‘Configuring for data collection in the DataPower environment” on|
for more information.

A single instance of the DataPower data collector can monitor any number of
DataPower appliances, limited only by the memory, CPU power and other
resources available to it. Note that IBM only supports running a single instance of
the data collector on any given system.

For most IBM Tivoli Composite Application Manager for SOA data collectors,
aggregation of data is performed for each application server runtime environment.
The nodes in the Tivoli Enterprise Portal Navigator view represent individual
application server runtime environments that have their own individual data
collectors. Because the DataPower data collector can monitor multiple DataPower
appliances and multiple domains within each appliance, this single application
server runtime environment, single data collector model no longer applies.

Using the DataPower data collector, you assign names to groups of data, referred
to as display groups. Each group of data is displayed as its own node in the Tivoli
Enterprise Portal. Using these named display groups, you can configure the
DataPower data collector to gather information from any domains on any
DataPower appliances for aggregation and display.

By carefully managing the way in which you name these display groups, the
DataPower data collector can separate or aggregate the data in different ways,
such as isolating data specific to an individual domain on a single DataPower
appliance, or aggregating data across several DataPower appliances into a single
display group. This simple display group naming mechanism gives you great
flexibility in the separation and/or aggregation of the data displayed in the Tivoli
Enterprise Portal.

Deployment steps

To deploy the DataPower data collector in your environment, complete the following
general steps as described in this document:

1. Install Sparkler 2 into your existing IBM Tivoli Composite Application Manager
for SOA environment (see [Chapter 2, “Installing Sparkler 2,” on page 5| for
details).

2. Configure your DataPower appliances for monitoring (see [‘Configuring the
|DataPower appliance for monitoring” on page 24| for details).

3. Enable the DataPower data collector (see FConfiguring for data collection in the|
[DataPower environment” on page 25 for details).

4. Run the startDPDC script to start the data collector (see [‘Starting and stopping|
[the data collector” on page 35| for details).
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Configuring the DataPower appliance for monitoring

Before a DataPower appliance can be monitored by the DataPower data collector,
configure the DataPower appliance as follows:

* Enable the XML Management Interface on the appliance.
» Check additional optional settings for each domain to be monitored.

» Configure a user account on the DataPower appliance for use with the
DataPower data collector.

Enabling the XML Management Interface

The XML Management Interface on the appliance must be enabled using the
DataPower administration console. To enable this service, complete the following
steps:

1. Start the DataPower administration console in a Web browser
(https://hostname:9090/login.xml).

2. Login to the administration console as admin in the default domain.

3. In the list at the left side of the console, navigate to Objects —> Network —>
XML Management Interface.

4. On the Main tab, find the WS-Management Endpoint option and select the on
radio button.

5. Click Apply to activate the changes and enable the WS-Management Endpoint.

Checking additional optional settings
For each domain to be monitored, check the following settings:

* In the list at the left side of the console, navigate to Services —> Miscellaneous
—> Web Services Agent.

e Set Admin State to enabled.

» Optional: If you want the DataPower appliance to save metrics records when the
DataPower data collector is not running, set BufferMode to buffer. With this
setting, the appliance reports the saved metric data when the data collector
starts.

* Optional: Adjust the values for MaxRecords and MaxMemoryKB

» Optional: If you want the data collector to record message content in addition to
summary metrics, change CaptureMode from faults to all-messages.

Configuring a user account on the DataPower appliance

The DataPower user ID used by the data collector must belong to a user group with
the following permissions:

* Read permission on the Login XML-Mgmt Resource Type in the default domain.

* Read permission on the XML-mgmt Resource Type in each domain to be
monitored using this user ID.

* Read permission on the (any) Resource Type in each domain to be monitored
using this user ID.

See your DataPower WebGUI Guide or DataPower CLI Reference Guide for details
on configuring user group permissions.
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Configuring for data collection in the DataPower environment

You should have already completed the installation procedure for installing Sparkler
2 in the existing IBM Tivoli Composite Application Manager for SOA environment on
the computer where a supported application server runtime environment is installed.
See ['Installing Sparkler 2” on page 6|for details.

The DataPower configuration file

For the DataPower data collector, the KD4configDC utility manipulates the contents
of a special DataPower configuration file by adding sections to the file when new
DataPower monitoring is enabled, and removing sections from the file when
monitoring is disabled. Each invocation of the KD4configDC utility is adding,
updating or removing one section of the DataPower configuration file. Each section
of the DataPower configuration file might be associated with its own data group, or
it might be part of a larger data group to which other sections of the configuration
file also belong.

The DataPower data collector uses this configuration file to identify the DataPower
appliances that are to be monitored and to specify all of the information needed to
communicate with those appliances. Typical information that is stored for each
connection includes hostname and port, user ID and password, domains to monitor,
and polling interval.

The configuration file is located in the <TMS_DIR>/cma/kd4/config directory and is
called KD4.dpdcConfig.properties. This file is maintained separately from the
existing configuration file, KD4.dc.properties. Here is a sample DataPower
configuration file:

# Sample DataPower data collector configuration file
DataPower.count=3

#

DataPower.host.1=dpboxl
DataPower.port.1=5550
DataPower.path.1=/

DataPower.pol1.1=60
DataPower.user.l=admin
DataPower.encpswd.1=#$%+*&
DataPower.domainlist.l=default,testdoml
DataPower.displaygroup.l=dpboxl

#

DataPower.host.2=dpbox2
DataPower.port.2=5550
DataPower.path.2=/

DataPower.pol1.2=30
DataPower.user.2=userl
DataPower.encpswd.2=&*%$#
DataPower.domainlist.2=userdoml,userdom?2,userdom3
DataPower.displaygroup.2=user_doms

#

DataPower.host.3=dpbox2
DataPower.port.3=5550
DataPower.path.3=/

DataPower.pol1.3=30
DataPower.user.3=admin
DataPower.encpswd.3=*%$#8&
DataPower.displaygroup.3=all_doms

In this example, there are three sections in the configuration file. The properties in
each of the three sections provide all of the information needed to establish and
manage a single connection or session with each DataPower appliance.
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Change the information in this configuration file using the KD4configDC utility. Using
various combinations of parameters in the KD4configDC utility, you can achieve
different monitoring configurations to separate or aggregate data among domains
and appliances. See[‘Considerations for configuration of DataPower monitoring” on|
for more information.

Before configuring the DataPower data collector using KD4configDC, consult with
your local systems management planners to understand which domains on which
D