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1. Introduction

1.1 Overview 
Web Services is key and strategic to IBM's SOA strategy.  Our SOA strategy and the availability of this new Web Services function allow users to capture Web Service requests as discrete L1/L2/L3 trace levels in ITCAM for    WebSphere v6.0.  There are no changes to how the product is installed and configured.  
1.2 What’s New 
· Minor product user interface enhancements include:
· Specific Web Service events will show up within an L1/L2/L3 trace levels, both for "in-flight request" and "PAR" functions.
· On provider side of Web Service, the Web Service will be the top level request, so it will be captured at L1. 

· On client side, it depends on user application’s invocation sequences, generally, the client side of Web Service will captured at L2

· Users will be able to select "Web Services" as an event type they can report against within PAR.
· Users will be able to correlate "requestor" and "provider" Web Service events, similar to existing correlation capabilities such as WAS to CICS.
· Three new request types:
· WebService Client

· WebService Provider

· WebService Fault
· Data collected:
· Transport type (http/jms)
· Web services operation name

· Port name

· Parameter names

· Target namespace
1.2.1 Three New Request Types

Three new request types are provided by webservice instrumentation.

1. WebService Client

Represent a client side invocation


[image: image2]
2. WebService Provider

Represent a provider side invocation
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3. WebService Fault

Represent a webservice fault event, and we can get fault message to help diagnosis the root  causes.
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1.2.2 Request Filters

Filter option apply for the following reports : 
· Request/Transaction Report

· Method/Program

· SQL

· MQI

· Lock Analysis
Users can use "Web Services" as an event type to generate these reports.
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1.2.3 Correlation

The correlation can be viewed in In-flight request and Performance Analysis Report
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1.3 Prerequisites
· WAS version supported : 5.0.2.1 and above

· WebService Instrumentation feature only supports synchronous request/response model (a.k.a. two-way model), in which the service provider always sends a SOAP response.  One-way model is not supported. If user’s WebSerivce model is not request/response, please disable WebSerivce instrumentation feature.

· Please enable WebService Instrumentation feature on both client and provider side of WebService if both sides have DC installed.

1.4 Related Release Documents 
IBM Tivoli Composite Application Manager for WebSphere V6.0.0 User’s Guide
IBM Tivoli Composite Application Manager for WebSphere V6.0.0 Managing Server Fix Pack 0003 Readme
IBM Tivoli Composite Application Manager for WebSphere V6.0.0 Multi Platform Data Collector Distributed Fix Pack 0003 Readme
2. Installation
2.1 Installation Process
The function is installed by the fixpack installer via automated install process. No need to do anything different or additional during installation process.

2.2 Enable/Disable
By default, the Webservice Instrumentation feature is disabled.

For Web Service Instrumentation feature, a new JVM custom property named "ws.instrument" is added to instrumented WebSphere server configuration (accessible via WebSphere Admin Console).

To enable Web Service Instrumentation feature, set the JVM property "ws.instrument" to "true“.

Otherwise, this feature will be disabled.
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3. Getting Started
3.1 Enable and Disable

For WebService Instrumentation feature, add a new JVM custom property named "ws.instrument" to the ITCAM Data Collector server configuration in the WebSphere Admin Console.


To enable WebService Instrumentation feature, set the JVM property "ws.instrument" to "true", otherwise, this feature will be disabled.

Detail steps to enable this feature:

For WebSphere 5.x:

------------------

a) Login to Admin console

b) Select Servers -> Application Servers link on the left navigation panel

c) On the main page, select the server on which ITCAM DC is installed.

d) Select the following link Process Definition -> Java Virtual Machine

e) Add the following property to the Custom Properties field.


ws.instrument = true

f) Click OK

g) Save the Configuration.

For WebSphere 6.x:

------------------

a) Login to Admin console

b) Select Servers -> Application Servers link on the left navigation panel

c) On the main page, select the server on which ITCAM DC is installed.

d) Under Server Infrastructure -> Java & Process Management, select the following link Process Definition -> Java Virtual Machine

e) Add the following property to the Custom Properties field.


ws.instrument = true

f) Click OK

g) Save the Configuration.

Restart DC to let the change take effect.
3.2 Performance Analysis Report
3.2.1 Request/Transaction Report
The Request/Transaction Analysis Report provides a whole picture about the behavior of the application server. After defining the Request/Transaction Analysis Report, several reports become available: Trend Report, Decomposition report, Request Report Detail (including Detail, Summary and Worst Performers tabs) and Trace Report. Each of these reports provides more specific data for understanding the application’s performance at every level.

WebService Instrumentation feature provide a new filter option named WEB SERVICE in report Filtering Options page. And users can filter all WebService request types to get WebService requests.
Step by step to create a request/transaction report for WebService filtering:

1. From the top navigation, click Performance Analysis > Create Application Reports > Request/Transaction.
The Create Report page opens.
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Select Yes or No to decide if you want the report to recur and click Next.

2. Select the Group or the Server on which you want to report from the drop-down menus
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3. REPORT FILTERING OPTIONS, select WEB SERVICE as request type
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4. DATE RANGE SETTINGS
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5. TREND REPORT
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6. DECOMPOSITION REPORT
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7. REQUEST REPORT DETAIL
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8. TRACE REPORT(Provider)
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9. TRACE REPORT(client)
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3.2.2 Method/Program Report
The Method/Program Analysis Report shows you the performance of the methods in the requests that have been processed by the Application Servers. After defining the Method/Program Analysis Report, a Trend Report, Decomposition report, and detailed Method Report (including Detail, Summary and Worst Performers tabs) are available. 

For how to create and use this report, please refer to IBM Tivoli Composite Application Manager for WebSphere User’s Guide
WebService Instrumentation feature provide a new filter option named WEB SERVICE in report Filtering Options page.
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3.2.3 SQL
The SQL Analysis Report provides the information for the SQL calls’ performance in the requests that have been processed by the application server. You may also view the Trend Report, Decomposition report, and detailed SQL Report (including Detail, Summary and Worst Performers tabs) after defining the SQL Analysis Report. 

For how to create and use this report, please refer to IBM Tivoli Composite Application Manager for WebSphere User’s Guide
WebService Instrumentation feature provide a new filter option named WEB SERVICE in report Filtering Options page.
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3.2.4 MQI
The MQI Analysis report provides the information for the MQI calls’ performance in the requests that have been processed by the application server. You may also view the Trend Report, Decomposition report, and detailed MQI Report after defining the MQI Analysis Report. 

For how to create and use this report, please refer to IBM Tivoli Composite Application Manager for WebSphere User’s Guide
WebService Instrumentation feature provide a new filter option named WEB SERVICE in report Filtering Options page.
[image: image19.png]REPORT FILTERING OPTIONS
‘Selectthe fitering options for your report to examine and limit the type of records to include inthe report. For

RequestTransaction Type.

RequestTransaction Name

MethodProgram/Component Trace.





3.2.5 Lock Analysis
The Lock Analysis report allows you to examine lock history data for your in-flight transactions. As with all Performance Analysis & Reporting data, all Lock Analysis data are historical. 

For how to create and use this report, please refer to IBM Tivoli Composite Application Manager for WebSphere User’s Guide
WebService Instrumentation feature provide a new filter option named WEB SERVICE in report Filtering Options page.
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3.3 In-flight Request Search
Use In-flight Request Search to improve your chances of locating a malfunctioning application in a server farm. In-flight Request Search provides a snapshot of the transactions in progress, showing you hanging transactions. 
Web Service events and correlation will show up in In-flight Request Search.
For example:
1. IN-FLIGHT REQUEST SEARCH

Users can find the active request here and after click “Composite Request Detail” and get “COMPOSITE METHOD TRACE”.
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2. COMPOSITE METHOD TRACE(Client Side)
The method trace of the in-flight request will show up in this page. This is the client side request of WebService.
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3. COMPOSITE METHOD TRACE(Provider Side)

This is the correlated provider side method trace of the WebService.
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3.4 Correlation
Users will be able to correlate "requestor" and "provider" Web Service events, similar to existing correlation capabilities such as WAS to CICS.
Here is an example:

The WebService client server is tiv121, and provider server is test26. After the client – provider call, the two requests on client and provider are correlated together.  You can click the link “To: test26.server1 Platform: LINUX, App Server: WS Event: INVOKE” to check provider request and also check client request from provider side.
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4. Logging/Tracing

4.1 Data Collector

For JLog, the following entries has been added to cynlogging.properties for WebService, you can change the log/trace level to get the log/trace messages.
For example:

/opt/IBM/itcam/WebSphere/DC/etc/cynlogging.properties

#-----------------------------------------------

# Web Service Instrumentation

#-----------------------------------------------

# MESSAGE LOGGER

CYN.msg.ws.instrument.level=INFO

CYN.msg.ws.instrument.logging=true

# TRACE LOGGER

CYN.trc.ws.instrument.level=INFO

CYN.trc.ws.instrument.logging=true 

For CCLog, using standard properties in cyn-cclog.properties to config log/trace level.
For example:
/opt/IBM/itcam/WebSphere/DC/etc/cyn-cclog.properties
logger.dc.msg.level=INFO

logger.dc.trace.level=INFO

The standard logging location is:
Windows:
C:\Program Files\IBM\tivoli\common\CYN
Linux/Unix:
/var/ibm/tivoli/common/CYN

Default Log files:

· JLog 



msg-dc.log

· CCLog 



msg-native-dc.log

Default Trace files : 

· JLog 



trace-dc.log

· CCLog 



trace-native-dc.log

Log Messages:
	Message ID
	Log Level
	Message Text

	CYND6001I
	INFO
	CYND6001I [WEBSERVICE.INSTRUMENT] Webservice instrumentation is enabled.

	CYND6002I
	INFO
	CYND6002I [WEBSERVICE.INSTRUMENT] Webservice instrumentation is disabled.

	CYND6003E
	ERROR
	CYND6003E [WEBSERVICE.INSTRUMENT] Fail to get SOAP message context helper.

Error Message: <Variable formatSpec="{0}"></Variable>


Trace Messages:
· All Public Non-Trivial Methods on Entry/Exit at DEBUG_MIN .
· Web service Instrumentation is enabled/disabled at DEBUG_MIN.

· Exceptions at handling SOAP messages.

4.2 Managing Server
· Trace and Log are following ITCAMfWebSphere 6 standard.
· No new log messages.

· No new trace messages.

















































Click here to see the correlated client side trace report









































Click here to see the correlation of WebService client and provider in trace report.
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