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Philosophy Behind Panther Release 

 Focus on our core strengths: 
– High Availability and Reliability 
– Scale Out 
– Ease of use 
– Simple administration 
– Security 
– Performance 

 Help our partners and customers WIN 
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Panther Themes 

 Flexible Grid 

 Easy Embeddability 

 Expand Warehouse Infrastructure 

 Empower Applications Development 

 Enhanced Security Management 

  Increased Performance 
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Flexible Grid 
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Flexible Grid – Business Case 

  I want to create a grid with a mixture of hardware, software, 
and Informix versions 

  I want to set up my grid quickly and easily 

  I want to easily administer all the servers in my grid 

  I want my grid to support from 2 to 1000s of servers  

  I want to synchronize my schema and data across the grid 
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Flexible Grid: Simple Setup 
  Install Informix on your server(s) 

–  Servers may have secondary servers attached such as HDR, RSS, or SDS servers 

  Define a grid to contain your servers: 
–  Just give your grid a name and tell it the list of servers to use 
–  You can either use the Open Admin Tool graphical interface or a command line tool to define your grid 
–  Configure whether you want to replicate just schema changes or schema and data changes 

  The grid is ready to use! 

Spread your Workload Across different Hardware, Operating systems, and versions of 
Informix 

AIX Linux 

Flexible Grid 

Secondary 

Solaris 

Secondary 

Windows 
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Flexible Grid: Simple Administration 

 Flexible and easy to use 
– Administer all the servers in the Grid with SQL statements or the graphical 

Open Admin Tool 
•  Define which servers are allowed to administer the grid 
•  Attach to an “admin” server and administer all servers in your grid 

– Comprehensive set of administration commands 
•  Dynamically add and drop servers to/from the grid 
•  Performing all DDL operations on all servers in the grid, such as Create Table, Alter 

Table, … 
•  Interface for targeting administration to all servers in the grid 

–  Allows running a query simultaneously on all servers in the grid 
–  Output of the query is kept in a local table on each server for later inspection 
–  This interface can be used as a general purpose distributed query executor as well: 

»  For instance look at the inventory of each store to see what items need to be reordered 

– It is still possible to administer individual servers in the Grid directly 
•  Through OAT or command line tools 
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Flexible Grid: Simple Workload Management 
 Setup a connection manager for the grid 

– A simple configuration file determines what servers to manage 
– The connection managers for different sets of servers can be run simultaneously 
– Run multiple connection managers as primary/secondary in case one goes down 

 The connection manager for grid distributes application connection requests to the 
servers in the grid 

 Example: 
 Assume a grid with a server in New York and a server in San 

Francisco 
 The connection manager for grid can be setup for users on both 

coasts: 
 Use it to connect users in SF to the server in SF and the users 

in NY to the NY server 
 If a server goes down the connection manager for grid will reroute 

connections to the remaining server 
 For instance SF users would start connecting to the NY server 

 If a server goes down that has a backup secondary server then 
connections will be rerouted to the backup server once failover is 
complete 

Connection 
Manager for grid 
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Usage Example: Expanding Beyond a Single Cluster 

Connection Manager 
for grid 

Connection Manager 
for Cluster 

Connection Manager 
for Cluster 

AIX Linux 

Flexible Grid 

Secondary 

HP 

Secondary 

Windows 

Initially one cluster 
is needed 
Business grows 
and a new cluster 
in a new city is 
needed – new 
hardware is used 

Business grows 
again and more 
servers are added 

 

New applications 
are created that 
require data from 
both sites so a grid 
is created 

 

Secondary 
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New Cluster Replication Features 

  Rolling Upgrade Support 
–  No down time needed to upgrade to 11.70 and beyond 

  Support for ER replication of tables without primary keys 

  Support DDL changes across ER replicate set and HDR/RSS/SDS servers 

  Snapshot clone of an existing server 
–  Resulting server can be an RSS server or ER server 

  Transactions on secondaries continue to completion when primary fails over 

  Backup to the cloud 
–  Support for ontape to backup/restore to/from a cloud storage manager 

•  Just specify the name of the cloud storage vendor 
•  Initial support for Amazon Simple Storage Service 
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Embeddability 
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Embeddability - Business Value 

 Make it even easier for Customers to Embed IDS 

 Continue to enhance our core Strengths: 
– Self Maintaining 
– Self Configuration 
– Self Healing 
– Online operation 

 Further reduce human & programmatic intervention required 
with IDS 

 Simplify installation 
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Embeddability – Panther Features 

 Self Maintenance 
–  Automated storage allocation 

•  Allow existing chunks to be extended automatically  
•  Add chunks automatically when space is low 
•  Threshold used to determine when to add space  

 Self Configuring 
–  Deployment Assistant / Utility 

•  Build a package containing 
•  IDS 
•  (Optional) pre-built database(s) 
•  (Optional) applications 

•  Compresses the package 
•  Deploy, decompress, and install the package on multiple systems 
•  Can be used for media distribution such as CDs 

  Informix Embeddability toolkit 
–  Tutorial for creating an end to end embeddability scenario 
–  Example scripts for using Deployment Assistant/Utility 
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Embeddability – Panther Features  

 Self Healing: 
–  Standardize errors and alarm codes for application exception handling 

•  Out of memory, out of disk, root uninitialized, assertion failure, IDS not running, etc… 

–  Internally handle errors and retry when possible 
•  For example, automatically adding space to a table, automatically registering blades… 

–  Many Datablades no longer need to be registered by hand 
•  The following blades are automatically registered on first use: 

–  Basic Text Search, Web Feature Service, Node, Spatial, Timeseries, MQ 

–  Automated DB Scheduler tasks added 
•  Timeout users that have been idle for too long 
•  Automatic table storage optimization (compression) based on user settable 

parameters 
•  Automatically allocate CPU VPs to match hardware/licensing when IDS starts 
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Warehouse 
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Expanded Informix Warehouse – Business Case 

  My business is increasingly information driven 
–  What capabilities will IDS provide 

•  To support this transforming business env? 
 

  How do I manage mixed workloads on a single 
platform ? 
–  Leverage my current investment 
 

  How do I cost-effectively manage my growing 
warehouse needs? 
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Warehouse Infrastructure - Features 

 Query optimization 
–  Star and Snowflake join optimizations 
–  Support for using more than one btree index in a query qualification 
–  Optimal memory management for warehouse queries 

  Improved statistics handling 
–  Fragment level statistics are saved 
–  Fragment statistics are combined to form global table statistics 
–  Will not rebuild statistics for fragments that haven’t changed 
–  Attach/detach will automatically update statistics when applicable 

 As tables grow automatically add table fragments based on intervals 
–  Intervals can be date intervals (e.g. 1 month) or numeric intervals (e.g. 1-100) 

 “list” fragmentation 
  Will create a fragment for each item in a list, for example:  
… PARTITION p1 VALUES ('CA', 'OR') IN dbs1 … 
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Informix  Ultimate 
Warehouse Edition 
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Now Introducing… Informix Ultimate Warehouse Edition 

What	  it	  is	   What	  IWA	  does	  

Benefits	  

• New	  Informix	  edi.on	  for	  warehouse	  
• Package	  contains:	  

•  Informix	  Ul.mate	  Edi.on	  
•  Informix	  Warehouse	  Accelerator	  (IWA)*	  
•  IBM	  Smart	  Analy.cs	  Op.mizer	  Studio	  
•  Compression	  Feature	  included	  

• Compresses	  and	  processes	  data	  mart	  
en.rely	  in	  memory	  

• Uses	  a	  deep	  columnar	  approach	  for	  
op.mizing	  perfornance	  

• Runs	  as	  an	  add-‐on	  to	  Informix	  	  

• Order	  of	  magnitude	  or	  more	  
performance	  gains	  

• Transparent	  to	  BI	  apps	  –	  queries	  con.nue	  
to	  run	  against	  Informix	  

• No	  maintenance	  	  

*Informix	  Warehouse	  Accelerator	  requires	  a	  Linux	  Intel	  system	  as	  it	  is	  relies	  on	  op.miza.ons	  in	  that	  environment	  
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IWA	  requires	  you	  to	  do…	  
No	  Query	  Tuning	  and	  Optmizer	  Hints	  
No	  Database	  tuning	  
No	  Index	  crea.on,	  reorganiza.on	  
No	  Update	  Sta.s.cs	  
No	  Par.oning/Fragementa.on	  
No	  Storage	  Management/Page	  size	  configura.on	  
No	  Database/schema	  Changes	  
No	  Applica.on	  Changes	  
No	  Summary	  Tables/Materialized	  Views	  
No	  Buying	  more	  expensive	  Hardware	  
No	  Change	  of	  expecta.ons	  

Power	  of	  Simplicity!	  
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IWA: Breakthrough Technologies for Performance 

1	  

2	  

3	  
4	  

5	  

6	  

7	   1	  

2	  

3	  
4	  

5	  

6	  

7	  

Row	  &	  Columnar	  Database	  
Row	  format	  within	  IDS	  for	  transac.onal	  workloads	  and	  
columnar	  data	  access	  via	  IWA	  for	  OLAP-‐style	  queries.	  

	  

Extreme	  Compression	  
Up	  to	  2/3	  reduc.on	  in	  space	  

	  

Massive	  Parallelism	  
All	  CPU	  cores	  are	  used	  in	  parallel	  for	  queries	  

Predicate	  evaluaLon	  on	  
compressed	  data	  

Decompression	  not	  required	  to	  evaluate	  
predicates	  

	  

Frequency	  ParLLoning	  
Automa.c	  Horizontal	  and	  Ver.cal	  Par..oning	  
quickly	  eliminates	  data	  not	  relevant	  to	  scan	  

In	  Memory	  Database	  
Compression	  allows	  huge	  databases	  to	  be	  

completely	  memory	  resident	  thus	  elimina.ng	  
disk	  I/O	  

MulL-‐core	  and	  Vector	  OpLmized	  
Algorithms	  	  

Avoids	  locking	  and	  synchroniza.on	  
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TCP/IP	  

Informix	  Warehouse	  Accelerator	  Configura.on	  

IDS:	  	  
  User	  need	  not	  change	  SQL	  or	  apps.	  	  
  Routes	  SQL	  queries	  to	  accelerator	  as	  

needed	  and	  reads	  back	  results	  
  Can	  always	  run	  query	  in	  IDS,	  e.g.,	  if	  

es.mated	  execu.on	  .me	  is	  very	  short	  

Bulk	  Loader	  

SQL	  Queries	  (from	  apps)	  

	  Informix	  Warehouse	  Accelerator	  

Compressed	  in-‐mem	  
DB	  parLLon	  

Query	  
Processor	  

Data	  Warehouse	  

IDS	   	  	  	  SQL	  	  

	  
(via	  DRDA)	  

Query	  Router	  

Informix	  Warehouse	  Accelerator:	  
  Communicates	  with	  IDS	  via	  TCP/IP	  &	  DRDA	  
  Analyzes,	  compresses,	  and	  loads	  a	  por.on	  of	  
the	  Informix	  warehouse	  into	  IWA	  

  Processes	  routed	  SQL	  query	  and	  returns	  answer	  
to	  IDS	  

	  	  Results	  



© 2011 IBM Corporation 2011 

Confidential – Distribute under NDA only 

22 

IWA Sweet Spot:  Queries against Star and Snowflake 
Schemas 

	  
Complex,	  ad	  hoc	  queries	  that	  typically	  
― 	  	  Look	  for	  trends,	  excep.ons	  to	  make	  ac.onable	  business	  decisions	  
― 	  	  Touch	  large	  subset	  of	  the	  database	  (unlike	  OLTP)	  
― 	  	  Involve	  aggrega.on	  func.ons	  (e.g.,	  COUNT,	  SUM,	  AVG,…)	  
― 	  	  The	  “Sweet	  Spot”	  for	  the	  IWA!	  

City	  

Region	  

Store	  

SALES	  

Product	  

Period	  

Brand	  

Month	  

Quarter	  

Category	  

Dimensions	  

Fact	  Table	  
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Top	  64	  	  
traded	  goods	  
	  –	  6	  bit	  code	  

Rest	  

Prod	   Origin	  

Trade	  Info	  (volume,	  product,	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  origin	  country)	  

Common	  
Values	  

Rare	  	  
values	  

N
um

be
r	  o

f	  	  
O
cc
ur
re
nc
es
	   Histogram	  

on	  Origin	  

Histogram	  	  
on	  Product	  

Origin	  

Pr
od

uc
t	  

China	  
USA	  

GER,	  
FRA,	  
…	   Rest	  

Table	  parLLoned	  	  
into	  Cells	  

Column	  Par..ons	  

Vol	  

Compression: Frequency Partitioning 

• Field lengths vary between cells 
• Higher Frequencies  Shorter Codes (Approximate Huffman) 

• Field lengths fixed within cells 

Cell	  4	  Cell	  
1	  

Cell	  2	  

Cell	  3	  

Cell	  5	   Cell	  6	  
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IBM Smart Analytics Optimizer Studio (ISAO) 

Easy	  to	  use	  graphical	  tool	  for	  data	  mart	  configuraLon	  for	  Linux	  and	  Windows	  
(included	  with	  IUWE)	  
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Case Study #1: Major U.S. Shoe Retailer  

   Top 7 time-consuming queries in Retail BI and Warehouse: (Against 1 Billion row Fact Table) 

 

Query IDS 11.5 IDS 11.7 IWA 

1 22 mins 4 secs 

2 1 min 3 secs 2 secs 

3 3 mins 40 secs 2 secs 

4 30 mins & up 4 secs 

5 2 mins 2 secs 

6 30 mins 2 secs 

7 45 mins & up 2 secs 

“Our	  Retail	  users	  will	  be	  really	  happy	  to	  see	  such	  a	  huge	  improvement	  in	  the	  queries	  
processing	  8mings.”	  
“This	  IWA	  extension	  to	  IDS	  will	  really	  bring	  value	  to	  the	  Retail	  BI	  environment.”	  
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Advanced Data Tools Tests 
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IWA Referenced Hardware Configuration 

Intel(R) Xeon(R) CPU X7560 @ 2.27GH 4 X 8 

Memory  512G 

6 disks 300 GB SAS hard disk drives each 

- 4-processor, 4U rack-optimized enterprise server with Intel® Xeon® processors 

- 8-core, 6-core and 4-core processor options with up to 2.26 GHz (8-core), 2.66 GHz (six-core) and 1.86 GHz (four-core) speeds with up to 16 MB 
L3 cache 

- Scalable from 4 sockets and 64 DIMMs to 8 sockets and 128 DIMMs 

- Optional MAX5 32-DIMM memory expansion (up to a total of 1.5 TB of memory) 

- 16x 1.8" SAS SSDs with eXFlash or 8x 2.5" SAS HDDs 

OpLons:	  
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Application 
Development 
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Enhanced Application Development – Business Needs 

  How do I reduce the cost of App Dev? 
–  Using standard applications and tools 
–  Find problems as quickly as possible 

  How do I maximize my productivity? 
–  Reduced time and effort for App Dev 
–  Better , broader integration with IBM stack 

  How can I transform my applications ? 
–  Serve modern business needs 
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Enhanced Application Development  - Features 

 Stored Procedure Debugging 
–  Integration with the Optim Data Studio procedure debugger 
–  Integration with Microsoft Visual Studio debugger (post panther) 

  Improved compatibility with open source applications: 
–  Drupal, Hibernate, Geronimo, iBATIS, Mediawiki, Tomcat, Xwiki 
–  Available on the IIUG web site 

 New SQL syntax added for compatibility 
–  As open source applications are ported syntax changes are made to 

accommodate those programs: 
•  NULL clause now supported 
•  Relax the position of the default clause 
•  Relax the position of ON DELETE CASCADE 
•  Support for “if [not] exists” 
•  Expressions allowed as arguments to “count” aggregate 
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Enhanced Application Development  - Features 

 Table defragmentation (online table reorg) 
–  Coalesce contiguous extents to reduce number of extents 

 Provide support for MQ series server on a remote box 
–  Multiple instances of IDS to attach to the same MQ server 
–  Expose the messages in the queue as an IDS table 

 New install framework 
–  Consistent UI across all platforms 

 More languages supported by OAT 

 Optim Performance Manager support for IDS (post panther) 

 Mashup Hub bundled with Informix 
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Informix + IBM Mashup  Center– UI modernization 

Enhancing Existing and New Reports 
• Reports no longer solely tethered 

• Integrating with other reports 

• Expanding on 24x80 pixel screen 

• Different Visualization: Map, Chart, Tiimeline 

• Modern look-up techniques (AutoComplete) 

• Accommodate Digital Generation 

 

Leverage 

Your  SQL! 

“With the mashup capability now available within Informix, we will be able to increase customer satisfaction in 
line with relevant product messages akin to "AdSense" techniques while reducing support costs – all at a 
fraction of the cost of traditional development.. ~ John Baker, Director, Oninit Consulting Ltd 

 

Mobile Portals External  
3rd Party Sites 
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TimeSeries 
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Example of Changing Storage Requirements 

Monthly Meter 
Reads 

Daily Meter 
Reads 

15 Minute Meter 
Reads 

350.4 Billion 

3.65 Billion 

120 Million 

Changing Workloads For 10 Million Smart Meters: 
Today – Each meter is read once per month 
Very soon – Each meter is read once every 15 minutes 
Regulations – Need to keep data on line for 3 years (PUC) and, perhaps, save for 7 years 

# of Records  
Generated 

Per Year for 
 10M meters 

Data for a Utility In California 

Frequency 
of reads 
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Keeping up with Smart Meter Data 

Large amounts of data causes problems in 2 areas: 
  

1. Storage management 
•  Will get expensive and cumbersome to maintain 
 

2. Query performance 
•  Compliance Reports must be completed before the end of each 

day 
•  Customer portal queries must be handled in a timely manner 
•  Customer billing 
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Key Strengths of Informix TimeSeries 

  Performance 
–  Extremely fast data access 

•  Data clustered and sorted by time on disk to reduce I/O 
–  Handles operations hard or impossible to do in standard SQL 
–  Continuous Real-Time and Batch Data Loaders 

  Space Savings 
–  Typically saves 50% space over standard relational layout 

  Toolkit approach  
–  Allows users to develop their own algorithms to run in the 

database 
–  Algorithms running in the database leverage the buffer pool for 

speed 

  Easier 
–  Conceptually closer to how users think of time series 
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1 1-1-11 12:00 Value 1 Value 2 …….. Value N 

2 1-1-11 12:00 Value 1 Value 2 …….. Value N 

3 1-1-11 12:00 Value 1 Value 2 …….. Value N 

… … … … …….. … 

1 1-1-11 12:15 Value 1 Value 2 …….. Value N 

2 1-1-11 12:15 Value 1 Value 2 …….. Value N 

3 1-1-11 12:15 Value 1 Value 2 …….. Value N 

… … … … …….. … 

Typical Relational Schema for Smart Meters Data 
Smart_Meters 

Table 
Index 

• Each row contains exactly one record = billions of rows 
• Additional indexes are required for efficient lookups 
• Data is appended to the end of the table as it arrives 
• Meter Id’s stored in every record 
• No concept of a missing row 

Table G
row

s
 

KWH Voltage ColN Time Meter_Id 
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Same Table using an Informix TimeSeries Schema 

1 [(1-1-11 12:00,  value 1, value 2, …, value N), (1-1-11 12:15, value 1, value 2, …, value N), …] 

2 [(1-1-11 12:00,  value 1, value 2, …, value N), (1-1-11 12:15, value 1, value 2, …, value N), …] 

3 [(1-1-11 12:00,  value 1, value 2, …, value N), (1-1-11 12:15, value 1, value 2, …, value N), …] 

4 [(1-1-11 12:00,  value 1, value 2, …, value N), (1-1-11 12:15, value 1, value 2, …, value N), …] 

… … 

• Each row contains a growing set of records = one row per meter 
• Data append to a row rather than to the end of the table 
• Meter Ids not stored in individual records 
• Data is clustered by meter id and sorted by time on disk 
• Missing values take no disk space, missing interval reads take 2 bytes 

Smart_Meters 
Table 

Table grows  

Meter_Id Series  
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Real Customer Comparison TimeSeries vs. Relational 
(Major Texas Power Distributor) 

  Simulated Environment 
–  1 million meters 
–  90 days worth of meter data 
–  15 minutes intervals 
–  200 locations 
–  500 feeders 
–  34 substations 

  Hardware/OS Used 
–  Power7 with 2 sockets each with 8 cores 
–  64 bit SUSE Linux v11 
–  128 GB of memory 

•  Memory actually needed = 44GB 
–  6 disks dedicated to the database 

•  Only 350GB disk space used by database 
•  2 additional disks for OS and input file staging 

 Software Used 
– Informix Ultimate edition 
– Informix TimeSeries 
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Why Did they Contact Us? 

 Competitor was barely able to load and process the data in 24 hours 
–  It was taking the competitor about 5-7 hours to load and validate the data for 1 million 

meters 
– The *ERCOT compliance reports were each taking many hours to run 
– They were having problems running reports while data was being loaded 

 Customer was looking for ways to cut their costs 
– Competitor used about 1.3 TB to store 90 days worth of data 

•  Estimate for competitor to handle 3 years of data for 3.5 million meters was about 55 TB 
– Customer wanted to do more with the hardware they had 

•  Process the data more quickly to allow other applications to run against the data 

 Customer was worried about their future 
–  In the next 1 to 2 years they expect to expand to manage 3.5 million meters 

•  Their current 73 billion records stored would become 220 billion records stored 
– Even if the competitor scaled linearly there would not be enough time in the day to read 

and process all this data 

*Electric Reliability Council of Texas 
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Results of the POC with Informix TimeSeries 

  Informix took about 18 minutes to validate and load a day’s worth of data for 1 million 
meters 

– Competitor took about 5 hours 

  Informix took about 6 minutes for each mandatory ERCOT compliance report and 
about 25 seconds if the data was already cached in memory 

– Competitor took from 2 to 3 hours depending on the report 

 Disk space used by Informix was about 350GB 
– Competitor used about 1.3TB for the POC 

•  Their estimate for storing 3 years worth of 3.5 million meters was 55 TB 
•  Our estimate for 3 years worth of 3.5 million meters using the Informix TimeSeries was 15 TB 

 Results were very linear for Informix 
– Better results if you increase cpus and storage 
–  If less performance is OK then cpus and storage can be reduced 

“We are committed to improving energy efficiency by adopting the latest digital technologies providing Smart Metering 
solutions to our customers. Our major challenges are the significant storage space and performance required to manage the 
data collected by the smart meters. With Informix and its native support for time series data, we believe we will meet both of 
these challenges. Our initial testing has shown that with an Informix based solution we are able to reduce the storage 
requirements by two thirds and speed the query performance up to 60 times compared to the existing solution.”  

Director Technology, Strategy, & Architecture 
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Hildebrand: 3 Million Meters 

 Test involved 3,000,000 Homes 
– Data generated every 6 seconds! 

 Up to 26 values recorded  
– Meter ID 
– Timestamp 
– 3 Electricity phases 
– 1 Gas reading 
– 20 Individual electrical sockets in the house 

 Data collected every 6 seconds 
– Aggregated to per-minute readings 
– Minute readings bulk-loaded into Informix every 10 

minutes 
– Average load was about 50,000 inserts per second 

 No problem writing the data at this rate! 

• Hardware/Software Used 
• Intel with 8 cores running: 

• 64 bit SUSE Linux v10 
• 16 GB of memory 

• Informix workgroup edition 
• Hildebrand software 
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Consumer Education 
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AMT/SYBEX 
Proving the concept for smart metering data management 
 

  The Need: 
– Extend AMT/Sybex’s Data Transfer Solution to: 

•  Load, validate, store, and provide smart meter interval and 
event data to external system 

  The Challenge: 
– Process the enormous volume of data in a timely 

manner 
– Not to require a huge investment in new hardware 

  The Solution: 
– Combined effort with IBM Research and IBM Informix 
–  Informix TimeSeries provides the core capabilities to 

store and process the meter and event data: 
•  VEE  
•  Real-time energy monitoring 
•  Analytics for developing new tariff rates 
•  Help to smooth peaks in demand 

“We owe a great deal to 
IBM, both for the Informix 
technology itself, and for the 
fantastic support from all 
levels of the organisation.”	


— Gordon Brown, DTS Product 
Owner, AMT-SYBEX 

Solution components: 
  IBM® Informix® TimeSeries™ 
  IBM Research 
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AMT/Sybex Tests and Performance Measurements 
The main tests for AMT-SYBEX were to prove key business functions at high 
volume:  

• Can high volumes of data be loaded into Smart DTS? 
• Can data be analyzed and processed in Smart DTS in a timely manner? 

 
To facilitate these requirements, the following tests were carried out: 

• These results are for 10 million meters storing data every ½ hour data for one day.  
  

Module Time Readings/intervals per second 

Technical Validation and 
Transformation 

13 minutes >600,000 

High Speed TimeSeries database load 
(with full logging) 

50 minutes >150,000 

Validation and Estimation 33 minutes >240,000 

Full processing end to end for 10 million meter points with half-hourly interval  
data on a single mid-range P-series 8 CPU server is just over 1 ½ hours  
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Security 
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Enhanced Security – Business Needs 

 How can I track data access for audit 
purposes? 
– Define and collect only the data I need 
–  Track web users  

 How can I simplify user administration? 
– Support central admin 
– Support admin of Non-OS users 

 How can reduce time and effort to 
compliance ? 
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Enhanced Security – Features 

 Selective row-level (SRL) Auditing 
–  Allow customers to pick which tables and operations to audit 

 Trusted Context 
–  Trust user authentication done by middle tier applications 
–  Allow these middle tier applications to switch users over an existing 

connection without shutting down the connection 

 Support non-OS users 
–  IDS users will no longer need to have a login on the host OS 

 Encryption of raw disks via Encryption Expert 
–  Encryption for regular file systems already supported 
–  Vormetrix currently supports only HP, but more available shortly 
–  Most Informix customers use raw disks 
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Trusted Context 

Application Server 

User 1 User 2 User 3 

  Informix trusts the Application Server to 
authenticate the user 

  It then sends a message to Informix 
when a new user sends a query 

  No need to drop and reconnect with 
each user 

  Each user maintains their own identity 

  Benefit: 

 No need to drop the connection and 
reconnect with each new user in 
order to maintain security 

 Security is maintained without a hit 
in performance 
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Performance 
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OLTP Performance - Features 

 Forest of Trees (FOT) 
– New index composed of many subtrees (buckets)  

 C-UDR preload feature 
– Improve C user defined function performance 



© 2011 IBM Corporation 2011 

Confidential – Distribute under NDA only 

52 

Forest of Trees Index 
Hash on key value to pick a bucket / rootnode

Bucket 1 Bucket 2 Bucket 3

2,189,... 1,198,... 4,201,...

2,... 189,... 1,... 198,... 4,... 201,...

Rootnodes

Leaves

Key Value Bucket
1 2
2 1
3 2
... ...
47 3
221 1

Syntax Example: 
create unique my_index on my_table (product_code, sold_date, item_number) hash on 
(product_code) with 10000 buckets; 

•  Hash on product_code 
•  Range on sold_date 
•  select * from my_table where product_code = ? and sold_date between ? and ?; 
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(Kevin Brown – kbrown3@us.ibm.com) 
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