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FOREWORD
Through thousands of client engagements, we’ve learned organizations 
that outperform are using data for competitive advantage. What sets these 
leaders apart? It’s their ability to get three things right. First, they drive busi-
ness outcomes by applying more sophisticated analytics across more dispa-
rate data sources in more parts of their organization—they infuse analytics 
everywhere. Second, they capture the time value of data by developing 
“speed of insight” and “speed of action” as core differentiators—they don’t 
wait. Third, they look to change the game in their industry or profession—
they shift the status quo. These game changers could be in how they apply 
Big Data and Analytics to attract, grow, and retain customers; manage risk 
or transform financial processes; optimize operations; or indeed create new 
business models. At their very core, they directly or indirectly seek to capi-
talize on the value of information.

If you selected this book, you likely play a key role in the transformation 
of your organization through Big Data and Analytics. You are tired of the 
hype and are ready to have a conversation about seizing the value of data. 
This book provides a practical introduction to the next generation of data 
architectures; introduces the role of the cloud and NoSQL technologies; and 
discusses the practicalities of security, privacy, and governance. Whether you 
are new to this topic or an expert looking for the latest information, this book 
provides a solid foundation on which to grow.

Our writers are accomplished scientists, developers, architects, and math-
ematicians. They are passionate about helping our clients turn hype into reality.  
They understand the complexities of rapidly shifting technology and the 
practicalities of evolving and expanding a data architecture already in place. 
They have worked side-by-side with clients to help them transform their 
organization while keeping them on a winning path.

I’d like to acknowledge Paul, Dirk, Chris, Rick, and Marc for sharing their 
deep knowledge of this complex topic in a style that makes it accessible to all 
of us ready to seize our moment on this Big Data journey.

Beth Smith 
General Manager, IBM Information Management
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INTRODUCTION
The poet A.R. Ammons once wrote, “A word too much repeated falls out 
of being.” Well, kudos to the term Big Data, because it’s hanging in there, and 
it’s hard to imagine a term with more hype than Big Data. Indeed, perhaps it 
is repeated too much. Big Data Beyond the Hype: A Guide to Conversations for 
Today’s Data Center is a collection of discussions that take an overused term 
and break it down into a confluence of technologies, some that have been 
around for a while, some that are relatively new, and others that are just com-
ing down the pipe or are not even a market reality yet. The book is organized 
into three parts.

Part I, “Opening Conversations About Big Data,” gives you a framework 
so that you can engage in Big Data conversations in social forums, at key-
notes, in architectural reviews, during marketing mix planning, at the office 
watercooler, or even with your spouse (nothing like a Big Data discussion to 
inject romance into an evening). Although we talk a bit about what IBM does 
in this space, the aim of this part is to give you a grounding in cloud service 
delivery models, NoSQL, Big Data, cognitive computing, what a modern 
data information architecture looks like, and more. This chapter is going to 
give you the constructs and foundations that you will need to engage conver-
sation that indeed can hype Big Data, but allow you to extend those conver-
sations beyond.

In Chapter 1, we briefly tackle, define, and illustrate the term Big Data. 
Although its use is ubiquitous, we think that many people have used it irre-
sponsibly. For example, some people think Big Data just means Hadoop—
and although Hadoop is indeed a critical repository and execution engine in 
the Big Data world, Hadoop is not solely Big Data. In fact, without analytics, 
Big Data is, well, just a bunch of data. Others think Big Data just means more 
data, and although that could be a characteristic, you certainly can engage in 
Big Data without lots of data. Big Data certainly doesn’t replace the RDBMS 
either, and admittedly we do find it ironic that the biggest trend in the NoSQL 
world is SQL.

We also included in this chapter a discussion of cognitive computing—the 
next epoch of data analytics. IBM Watson represents a whole new class of 
industry-specific solutions called Cognitive Systems. It builds upon—but is 
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not meant to replace—the current paradigm of programmatic systems, 
which will be with us for the foreseeable future. It is often the case that keep-
ing pace with the demands of an increasingly complex business environ-
ment requires a paradigm shift in what we should expect from IT. The world 
needs an approach that recognizes today’s realities as opportunities rather 
than challenges, and it needs computers that help with probabilistic out-
comes. Traditional IT relies on search to find the location of a key phrase. 
Emerging IT gathers information and combines it for true discovery. Tradi-
tional IT can handle only small sets of focused data, whereas today’s IT 
must live with Big Data. And traditional IT is really just starting to ubiqui-
tously work with machine language, whereas what we as users really need 
is to be able to interact with machines the way we communicate—by using 
natural language. All of these considerations, plus the cancer fighting, Jeop-
ardy! winning, wealth managing, and retail-assisting gourmet chef known 
as IBM Watson itself, are discussed in this chapter.

After providing a solid foundation for how to define and understand Big 
Data, along with an introduction to cognitive computing, we finish this chap-
ter by presenting to you our Big Data and Analytics platform manifesto. This 
vendor-neutral discussion lays out the architectural foundation for an infor-
mation management platform that delivers dividends today and into the 
future. IBM has built such a platform, and we cover that in Part II of this book. 
If you’re taking a journey of discovery into Big Data, no matter what vendor 
(or vendors) you ultimately partner with, you will need what we outline in this 
part of Chapter 1.

Chapter 2 introduces you to something we call polyglot persistence. It’s an 
introduction to the NoSQL world and how that world is meant to comple-
ment the relational world. It’s about having access to a vast array of capabili-
ties that are “right-fit, right-purpose” for you to deliver the kinds of solutions 
you need. There are well over 150 NoSQL databases, so we break them down 
into types and discuss the “styles” of NoSQL databases. We also discuss 
things like CAP and ACID, which should give you a general understanding 
of what differentiates the NoSQL and SQL worlds. We assume you have a 
pretty good knowledge of the relational world, so we won’t be focusing on 
relational databases here (although it’s definitely part of a polyglot architec-
ture). Entire books have been written about NoSQL, so consider this chapter 
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a primer; that said, if you thought NoSQL was something you put on your 
resume if you don’t know SQL, then reading this chapter will give you a 
solid foundation for understanding some of the most powerful forces in 
today’s IT landscape.

In the cloud, you don’t build applications; you compose them. “Composing 
Cloud Applications: Why We Love the Bluemix and the IBM Cloud” is the 
title for our dive into the innovative cloud computing marketplace of compos-
able services (Chapter 3). Three key phrases are introduced here: as a service, as 
a service, and as a service (that’s not a typo, our editors are too good to have 
missed that one). In this chapter, we introduce you to different cloud “as a 
service” models, which you can define by business value or use case; as your 
understanding of these new service models deepens, you will find that this 
distinction appears less rigid than you might first expect. During this journey, 
we examine IBM SoftLayer’s flexible, bare-metal infrastructure as a service 
(IaaS), IBM Bluemix’s developer-friendly and enterprise-ready platform as a 
service (PaaS), and software as a service (SaaS). In our SaaS discussion, we 
talk about the IBM Cloud marketplace, where you can get started in a free-
mium way with loads of IBM and partner services to drive your business. We 
will also talk about some of the subcategories in the SaaS model, such as data 
warehouse as a service (DWaaS) and database as a service (DBaaS). The IBM 
dashDB fully managed analytics service is an example of DWaaS. By this 
point in the book, we would have briefly discussed the IBM NoSQL Cloudant 
database—an example of DBaaS. Finally, we will tie together how services can 
be procured in a PaaS or SaaS environment—depending on what you are try-
ing to get done. For example, IBM provides a set of services to help build trust 
into data; they are critical to building a data refinery. The collection of these 
services is referred to as IBM DataWorks and can be used in production or to 
build applications (just like the dashDB service, among others). Finally, we 
talk about the IBM Cloud and how IBM, non IBM, and open source services 
are hosted to suit whatever needs may arise. After finishing this chapter, you 
will be seeing “as a service” everywhere you look.

Part I ends with a discussion about where any organization that is serious 
about its analytics is heading: toward a data zones model (Chapter 4). New 
technologies introduced by the open source community and enhancements 
developed by various technology vendors are driving a dramatic shift in 
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how organizations manage their information and generate insights. Organi-
zations have been working hard to establish a single, trusted view of infor-
mation across the enterprise but are realizing that traditional approaches 
lead to significant challenges related to agility, cost, and even the depth of 
insights that are provided. A next generation of architectures is emerging, 
one that is enabling organizations to make information available much faster; 
reduce their overall costs for managing data, fail fast, and archive on day 
zero; and drive a whole new level of value from their information. 

A modern architecture isn’t about the death of the enterprise data ware-
house (EDW); it’s about a polyglot environment that delivers tangible 
economies of scale alongside powerful capabilities as a whole. This conflu-
ence results in deeper insights, and these insights are materialized more 
quickly. So, is the EDW dead? Not even close. However, there is a move 
away from the traditional idea of EDWs as the “center of the universe” to 
the concept of an environment in which data is put into different “zones” 
and more fit-for-purpose services are leveraged on the basis of specific data 
and analytic requirements.

Chapter 4 talks about the challenges most companies are trying to over-
come and the new approaches that are rapidly evolving. Read about sand-
boxes, landing zones, data lakes (but beware of the data swamp), fail-fast 
methodologies, day zero archives, data refineries, and more. We also discuss 
the elephant in the room: Hadoop.

What is a data refinery? It’s a facility for transforming raw data into rele-
vant and actionable information. Data refinement services take the uncer-
tainty out of the data foundation for analysis and operations. Refined data is 
timely, clean, and well understood. A data refinery is needed to address a 
critical problem facing today’s journey-bound Big Data organizations: Data 
seems to be everywhere except where we need it, when we need it, and in the 
reliable form that we need. That refinery also has to be available as a set of 
services such that the information flows can be composed in the cloud with 
discrete pieces of refinery logic—and traditionally available on premise too.
The data holds great potential, but it’s not going to deliver on this potential 
unless it is made available quickly, easily, and cleanly to both people and 
systems. A data refinery and the zone architecture we cover in this chapter go 
hand in hand when it comes to a next-generation information management 
architecture. 
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Part II, “IBM Watson Foundations,” covers the IBM Big Data and Analyt-
ics platform that taps into all relevant data, regardless of source or type, to 
provide fresh insights in real time and the confidence to act on them. IBM 
Watson Foundations, as its name implies, is the place where data is prepared 
for the journey to cognitive computing, in other words, IBM Watson. Clients 
often ask us how to get started with an IBM Watson project. We tell them to 
start with the “ground truth”—your predetermined view of good, rational, 
and trusted insights—because to get to the start line, you need a solid foun-
dation. IBM Watson Foundations enables you to infuse analytics into every 
decision, every business process, and every system of engagement; indeed, 
this part of the book gives you details on how IBM can help you get Big Data 
beyond the hype.

As part of the IBM Big Data and Analytics portfolio, Watson Foundations 
supports all types of analytics (including discovery, reporting, and analysis) 
and predictive and cognitive capabilities, and that’s what we cover in Chap-
ter 5. For example, Watson Foundations offers an enterprise-class, nonforked 
Apache Hadoop distribution that’s optionally “Blue suited” for even more 
value; there’s also a rich portfolio of workload-optimized systems, analytics 
on streaming data, text and content analytics, and more. With governance, 
privacy, and security services, the platform is open, modular, trusted, and 
integrated so that you can start small and scale at your own pace. The follow-
ing illustration shows an overview map of the IBM Watson Foundations capa-
bilities and some of the things we cover in this part of the book.

Decision
Management

Business Intelligence and Predictive Analytics

Content
Analytics

Planning and
Forecasting

Discovery and
Exploration

Data Management
and Warehouse

Information Integration and Governance

Hadoop
System

Stream
Computing

Content
Management

Explore IBM Watson Foundations
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Chapter 6 describes Hadoop and its related ecosystem of tools. Hadoop is 
quickly becoming an established component in today’s data centers and is 
causing significant disruption (in a good way) to traditional thinking about 
data processing and storage. In this chapter, you’ll see what the buzz is all 
about as we delve into Hadoop and some big changes to its underlying archi-
tecture. In addition to its capabilities, Hadoop is remarkable because it’s a 
great example of the power of community-driven open source development. 
IBM is deeply committed to open source Hadoop and is actively involved in 
the community. You’ll also learn about IBM’s Hadoop distribution, called 
IBM InfoSphere BigInsights for Hadoop (BigInsights), which has two main focus 
areas: enabling analysts to use their existing skills in Hadoop (such as SQL, 
statistics, and text analytics, for example) and making Hadoop able to sup-
port multitenant environments (by providing rich resource and workload 
management tools and an optional file system designed for scalability, mult-
itenancy, and flexibility). If you are looking for 100 percent pure open source 
Hadoop, BigInsights has it (we call it “naked Hadoop”). Like other vendors 
(such as Cloudera), IBM offers optional proprietary Hadoop extensions that 
we think deliver greater value, such as visualization, security, SQL program-
mability, and more. We like to refer to this as “Blue Suit Hadoop.” So if you 
want to leverage open source Apache Hadoop without any fancy add-ons 
but with full support that includes all the back testing and installation com-
plexities handled for you, BigInsights does that—and it also lets you dress it 
up with enterprise-hardening capabilities.

Chapter 7 describes how you can analyze data before it has landed on 
disk—it’s the “analytics for data in motion” chapter (sometimes, it seems 
that analytics for data at rest gets all the attention). This is an area in which 
IBM has differentiated itself from any other vendor in the marketplace. In 
fact, few Big Data vendors even talk about data in motion. IBM is well trav-
eled in this area, with a high-velocity Big Data engine called InfoSphere 
Streams. Think about it: From EDWs to RDBMSs to HDFS, the talk is always 
centered on harvesting analytics “at rest.” Conversations about Big Data typ-
ically end here, forgetting about how organizations can really benefit by 
moving their at-rest analytics (where they forecast) to the frontier of the busi-
ness (where they can nowcast). We call this in-the-moment analytics. The irony 
is that we all operate “in the moment” every time we write an email, yet we 
don’t demand it of our analytics systems. For example, when you misspell a 
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word, does it get flagged with a disapprovingly red squiggly underline as 
you type? That’s in the moment. How many of us configure our spelling 
analytics engine to engage only after the entire email has been written? Not 
many. In fact, it’s more likely the case that you have autocorrect turned on, 
and if a spelling error is discovered as you type, it’s automatically corrected. 
What’s more, as you spot words the analytics dictionary doesn’t recognize, 
you can opt to “learn” them (harvesting them at rest), and subsequent occur-
rences of the same misspelled words are corrected or highlighted (in motion).

Did you know that it takes between 300 and 400 milliseconds to blink the 
human eye? When you hear that analytics is occurring “in the blink of an 
eye,” it certainly sounds fast, doesn’t it? What you might not know is that 
BLU Acceleration analytics, in its sweet spot, is about 700 million times faster 
than the blink of an eye (yes, you read that right), and this is the focus of 
Chapter 8. You also might not know that BLU Acceleration is a technology 
and not a product—so you are going to find it in various on-premise prod-
ucts and off-premise services (we talk about that in this chapter too). BLU 
Acceleration is a confluence of various big ideas (some new and some that 
have been around for a while) that together represent what we believe to be 
the most powerful in-memory analytics system in today’s competitive mar-
ketplace. In this chapter, we introduce you to those ideas. BLU Acceleration 
technology first debuted in an on-premise fashion in the DB2 10.5 release. 
What we find even more exciting is its availability in both PaaS and SaaS 
provisioning models as a newly hosted or managed (depending if you lever-
age the service from the IBM Cloud Marketplace or Bluemix) analytics ser-
vice called dashDB!

One of the things that makes BLU Acceleration so special is that it is opti-
mized to work where the data resides, be it on a traditional spinning disk, a 
solid-state disk (SSD), in system memory (RAM), or even in the CPU cache 
(L1, L2, and so on). Let’s face it, in a Big Data world, not all of the data is 
going to fit into memory. Although some nameplate vendors have solutions 
that require this, the BLU Acceleration technology does not. In fact, BLU 
Acceleration treats system memory as the “new disk.” It really doesn’t want 
to use that area to persist data unless it needs to because RAM is too darn 
slow! (Now consider those vendors who talk about their “great” in-memory 
system RAM databases.) This is yet another differentiator for the BLU Accel-
eration technology: It’s built from the ground up to leverage 700 million 
times faster storage mechanisms than the blink of an eye.
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If you are using the BLU Acceleration technology on premise through 
DB2, you simply must take notice of the fact that it has also been extended to 
bring reporting directly on top of OLTP systems with shadow table support in 
the DB2 Cancun release (10.5.0.4). Clients testing this new capability have 
seen incredible performance improvements in their latency-driven extract, 
transform, and load (ETL) protocols, not to mention a jaw-dropping perfor-
mance boost to their reports and analytics, without sacrificing the perfor-
mance of their OLTP systems.

The IBM PureData System for Analytics (PDA), powered by Netezza tech-
nology, is a simple data appliance for serious analytics. It simplifies and opti-
mizes the performance of data services for analytic applications, enabling 
complex algorithms to run in minutes, not hours. We don’t mind saying that 
the Netezza technology that powers this system pretty much started the 
appliance evolution that every major database vendor now embraces. And 
although there is a lot of imitation out there, we don’t believe that other offer-
ings are in the PDA class when it comes to speed, simplicity, and ease of 
operation in a single form factor; deeply integrated analytics; and the flatten-
ing of the time-to-value curve. Chapter 9 describes the IBM PureData System 
for Analytics.

In this chapter, you learn about patented data filtering by field programmable 
gate arrays (FPGAs). You will also learn about PDA’s rich built-in analytical 
infrastructure and extensive library of statistical and mathematical functions—
this capability is referred to as IBM Netezza Analytics (INZA). INZA is an 
embedded, purpose-built, advanced analytics platform—delivered free with 
every system. It includes more than 200 scalable in-database analytic functions 
that execute analytics in parallel while removing the complexity of parallel 
programming from developers, users, and DBAs. In short, it lets you predict 
with more accuracy, deliver predictions faster, and respond rapidly to changes. 
In fact, we don’t know of any competing vendor who offers this type of tech-
nology in their warehousing appliances. The second best part (it is hard to beat 
free) is that some of these functions are part of dashDB, and more and more of 
them will make their way over to this managed analytics service. In fact, so 
will the Netezza SQL dialect, making dashDB the analytics service to burst 
Netezza workloads into the cloud.

Chapter 10 is the “build more, grow more, sleep more” chapter that covers 
IBM Cloudant. This chapter continues the exploration of JSON and NoSQL 
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databases (covered in Chapter 2) with additional detail and a touch of techni-
cal depth about the IBM Cloudant DBaaS solution—another kind of SaaS 
offering. Cloudant’s earliest incarnation was as a data management layer for 
one of the largest data-generating projects on Earth: the Large Hadron Col-
lider (LHC), operated by the European Organization for Nuclear Research 
(CERN). Among the many subject areas that particle physicists investigate 
with the LHC are the origin of the universe and how to replicate the condi-
tions around the Big Bang, to name but a few. This data store technology 
matured into Cloudant, a fully managed NoSQL data-layer solution that 
eliminates complexity and risk for developers of fast-growing web and 
mobile applications. We examine how the flexibility of a JSON document 
data model ensures that you can perform powerful indexing and query work 
(including built-in Apache Lucene and geospatial searches) against nearly 
any type of structured or unstructured data, on an architecture that is a man-
aged and scaled database as a service for off-premise, on-premise, and occa-
sionally connected mobile environments.

Part III, “Calming the Waters: Big Data Governance,” covers one of the 
most overlooked parts of any Big Data initiative. In fact, if you’re moving on 
a Big Data project and you aren’t well versed with what we talk about in this 
part of the book, you’re going to get beyond the hype alright, but where you 
end up isn’t going to be what you had in mind when you started. Trust us. In 
fact, it’s so overlooked that although it’s part of Watson Foundations from a 
product perspective, we decided to give this topic its own part. We did this 
out of a concern for what we are seeing in the marketplace as companies run 
to the pot of gold that supposedly lies at the end of the Big Data rainbow. 
Although, indeed, there is the potential for gold to be found (assuming you 
infuse your Big Data with analytics), when you run for the gold with a pair 
of scissors in your hand, it can end up being painful and with potentially 
devastating consequences. In this part, we cover the principles of informa-
tion governance, why security must not be an afterthought, how to manage 
the Big Data lifecycle, and more.

Chapter 11 describes what really sets IBM apart in the Big Data market-
place: a deep focus on data governance. There is universal recognition in the 
relational database space that the principles of data governance (such as data 
quality, access control, lifecycle management, and data lineage) are critical 
success factors. IBM has made significant investments to ensure that the key 



xxxii  Introduction

principles of data governance can be applied to Big Data technologies. This 
is not the chapter to miss—we can’t think of a more important chapter to 
read before beginning any Big Data conversation. Think of it this way: If you 
were to plan a trip somewhere, would you get there faster, safer, and more 
efficiently by using a GPS device or intuition? Governance is about using a 
GPS device for turn-by-turn directions to effective analytics.

Chapter 12 is the “security is not an afterthought” chapter in which we 
discuss the importance of security in a Hadoop environment and the ever-
changing world of Big Data. We share some of our personal field experiences 
on this topic, and we review the core security requirements for your Hadoop 
environment. If data is sensitive and needs to be protected in an RDBMS, 
why do some folks think it doesn’t have to be protected in HDFS (Hadoop’s 
file system)? As more and more organizations adopt Hadoop as a viable plat-
form to augment their current data housing methods, they need to become 
more knowledgeable about the different data security and protection meth-
ods that are available, weighing the pros and cons of each.

We finish this chapter with a somewhat detailed introduction to the IBM 
services that are available for this domain, including their abilities to govern, 
protect, and secure data in Hadoop environments as it moves through the 
data lifecycle—on or off premise. We cover the InfoSphere Guardium and Info-
Sphere Optim family of data lifecycle management services. There is so much 
talk about “data lakes” these days, but without an understanding of the 
material that we cover in this chapter, it’s more likely to be a data swamp!

Chapter 13 extends the conversation from the safeguarding of information 
to making the data trusted—and there’s a big difference. As lines of business, 
data scientists, and others get access to more and more data, it’s essential that 
this data be surfaced to them as artifacts for interrogation, not by its location 
in the polyglot environment (for example, sentiment data in Hadoop and 
mobile interaction data in Cloudant). This enables you to see a manifest of 
data artifacts being surfaced through a Big Data catalog and to access that 
data through your chosen interface (Excel spreadsheet, R, SQL, and so on). To 
trust the data, you need to understand its provenance and lineage, and that 
has everything to do with the metadata. Let’s face it, metadata isn’t sexy, but 
it’s vitally important. Metadata is the “secret sauce” behind a successful Big 
Data project because it can answer questions like “Where did this data come 
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from?” and “Who owns this metric?” and “What did you do to present these 
aggregated measures?”

A business glossary that can be used across the polyglot environment is 
imperative. This information can be surfaced no matter the user or the tool. 
Conversations about the glossarization, documentation, and location of data 
make the data more trusted, and this allows you to broadcast new data assets 
across the enterprise. Trusting data isn’t solely an on-premise phenomenon; 
in our social-mobile-cloud world, it’s critical that these capabilities are pro-
vided as services, thereby creating a data refinery for trusted data. The set of 
products within the InfoSphere Information Server family, which is discussed 
in this chapter, includes the services that make up the IBM data refinery and 
they can be used traditionally through on-premise product installation or as 
individually composable discrete services via the IBM DataWorks catalog.

Master data management (matching data from different repositories) is 
the focus of Chapter 14. Matching is a critical tool for Big Data environments 
that facilitate regular reporting and analytics, exploration, and discovery. 
Most organizations have many databases, document stores, and log data 
repositories, not to mention access to data from external sources. Successful 
organizations in the Big Data era of analytics will effectively match the data 
between these data sets and build context around them at scale and this is 
where IBM’s Big Match technology comes to play. In a Big Data world, tradi-
tional matching engines that solely rely on relational technology aren’t going 
to cut it. IBM’s Big Match, as far as we know, is the only enterprise-capable 
matching engine that’s built on Hadoop, and this is the focus of the aptly 
named “Matching at Scale: Big Match” Chapter 14.

Ready…Set…Go!
We understand that when all is said and done, you will spend the better part 
of a couple of days of your precious time reading this book. But we’re confi-
dent that by the time you are finished, you’ll have a better understanding of 
requirements for the right Big Data and Analytics platform and a strong 
foundational knowledge of available IBM technologies to help you tackle 
the most promising Big Data opportunities. You will be able to get beyond 
the hype.
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Our authoring team has more than 100 years of collective experience, 
including many thousands of consulting hours and customer interactions. 
We have experience in research, patents, sales, architecture, development, 
competitive analysis, management, and various industry verticals. We hope 
that we have been able to effectively share some of that experience with you 
to help you on your Big Data journey beyond the hype.

P.S. It’s a never-ending one!
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1
Getting Hype out of the 

Way: Big Data and Beyond

The term Big Data is a bit of a misnomer. Truth be told, we’re not even big 
fans of the term—despite that it is so prominently displayed on the cover of 
this book—because it implies that other data is somehow small (it might 
be) or that this particular type of data is large in size (it can be, but doesn’t 
have to be). For this reason, we thought we’d use this chapter to explain 
exactly what Big Data is, to explore the future of Big Data (cognitive com-
puting), and to offer a manifesto of what constitutes a Big Data and Analyt-
ics platform.

There’s Gold in “Them There” Hills!
We like to use a gold mining analogy to articulate the opportunity of Big 
Data. In the “olden days,” miners could easily spot nuggets or veins of gold 
because they were highly visible to the naked eye. Let’s consider that gold to 
be “high value-per-byte data.” You can see its value, and therefore you invest 
resources to extract it. But there is more gold out there, perhaps in the hills 
nearby or miles away; it just isn’t visible to the naked eye, and trying to find 
this hidden gold becomes too much of a gambling game. Sure, history has its 
gold rush fever stories, but nobody ever mobilized millions of people to dig 
everywhere and anywhere; that would be too expensive. The same is true for 
the data that resides in your enterprise data warehouse today. That data has 
been invested in and is trusted. Its value is obvious, so your business invested 
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in cleansing it, transforming it, tracking it, cataloging it, glossarizing it, and 
so on. It was harvested…with care.

Today’s miners work differently. Gold mining leverages new age capital 
equipment that can process millions of tons of dirt (low value-per-byte data) 
to find nearly invisible strands of gold. Ore grades of 30 parts per million are 
usually needed before gold is visible to the naked eye. In other words, there’s 
a great deal of gold (high value-per-byte data) in all of this dirt (low value-
per-byte data), and with the right equipment, you can economically process 
lots of dirt and keep the flakes of gold that you find. The flakes of gold are 
processed and combined to make gold bars, which are stored and logged in 
a safe place, governed, valued, and trusted. If this were data, we would call 
it harvested because it has been processed, is trusted, and is of known quality.

The gold industry is working on chemical washes whose purpose is to 
reveal even finer gold deposits in previously extracted dirt. The gold analogy 
for Big Data holds for this innovation as well. New analytic approaches in 
the future will enable you to extract more insight out of your forever 
archived data than you can with today’s technology (we come back to this 
when we discuss cognitive computing later in this chapter).

This is Big Data in a nutshell: It is the ability to retain, process, and under-
stand data like never before. It can mean more data than what you are using 
today, but it can also mean different kinds of data—a venture into the 
unstructured world where most of today’s data resides.

If you’ve ever been to Singapore, you’re surely aware of the kind of down-
pours that happen in that part of the world; what’s more, you know that it is 
next to impossible to get a taxi during such a downpour. The reason seems 
obvious—they are all busy. But when you take the “visible gold” and mix it 
with the “nearly invisible gold,” you get a completely different story. When 
Big Data tells the story about why you can’t get a cab in Singapore when it is 
pouring rain, you find out that it is not because they are all busy. In fact, it is 
the opposite! Cab drivers pull over and stop driving. Why? Because the 
deductible on their insurance is prohibitive and not worth the risk of an acci-
dent (at fault or not). It was Big Data that found this correlation. By rigging 
Singapore cabs with GPS systems to do spatial and temporal analysis of their 
movements and combining that with freely available national weather ser-
vice data, it was found that taxi movements mostly stopped in torrential 
downpours.
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Why Is Big Data Important?
A number of years ago, IBM introduced its Smarter Planet campaign (“Instru-
mented, Interconnected, and Intelligent,” for those of you who didn’t get the 
T-shirt). This campaign anticipated the Big Data craze that hit the IT land-
scape just a few short years later.

From an instrumentation perspective, what doesn’t have some amount of 
coding in it today? In a Big Data world, we can pretty much measure any-
thing we want. Just look at your car; you can’t diagnose a problem these days 
without hooking it to a computer. The wearables market is set to explode too; 
even fashion house Ralph Lauren developed a shirt for the U.S. Open tennis 
championship that measures its wearer’s physiological markers such as 
heart rate, breathing, stress levels, and more. You can imagine how wear-
ables can completely change the way society treats cardiac patients, post- 
traumatic stress disorders, train engineers, security forces, and more. As you 
can imagine, instrumentation has the ability to generate a heck of a lot of 
data. For example, one electric car on the market today generates 25GB of 
data during just one hour of charging.

One important Big Data capability is capturing data that is getting “dropped 
to the floor.” This type of data can yield incredible insights and results because 
it enriches the analytics initiatives that are going on in your organization 
today. Data exhaust is the term we like to use for this kind of data, which is 
generated in huge amounts (often terabytes per day) but typically isn’t tapped 
for business insight. Online storefronts fail to capture terabytes of generated 
clickstreams that can be used to perform web sessionization, optimize the 
“last mile” shopping experience, understand why online shopping baskets 
are getting abandoned, or simply understand the navigational experience. 
For example, the popular Zynga game FarmVille collects approximately 25TB 
of log data per day, and the company designs iterations of the game based on 
these interactions. We like to think of this data as digital body language 
because it shows you the path that a client took to reach a destination—be that 
the purchasing of a pair of socks or the selling of cheese in an online game. 
Stored log files are a corpus of data describing the operational state (and out-
ages for that matter) of your most important networks—you could analyze 
this data for trends when nothing obvious has gone wrong to find the “needle 
in the stack of needles” that reveals potential downstream problems. There’s 
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an “if” here that tightly correlates with the promise of Big Data: “If you could 
collect and analyze all the data….” We like to refer to the capability of analyz-
ing all of the data as whole-population analytics. It’s one of the value proposi-
tions of Big Data; imagine the kind of predictions and insights your analytic 
programs could make if they weren’t restricted to samples and subsets of  
the data.

In the last couple of years, the data that is available in a Big Data world has 
increased even more, and we refer to this phenomenon as the Internet of 
Things (IoT). The IoT represents an evolution in which objects are capable of 
interacting with other objects. For example, hospitals can monitor and regu-
late pacemakers from afar, factories can automatically address production-
line issues, and hotels can adjust temperature and lighting according to their 
guests’ preferences. This development’s prediction by IBM’s Smarter Planet 
agenda was encapsulated by the term interconnected.

This plethora of data sources and data types opens up new opportunities. 
For example, energy companies can do things that they could not do before. 
Data gathered from smart meters can provide a better understanding of cus-
tomer segmentation and behavior and of how pricing influences usage—but 
only if companies have the ability to use such data. Time-of-use pricing 
encourages cost-savvy energy consumers to run their laundry facilities, air 
conditioners, and dishwashers at off-peak times. But the opportunities don’t 
end there. With the additional information that’s available from smart meters 
and smart grids, it’s possible to transform and dramatically improve the effi-
ciency of electricity generation and scheduling. It’s also possible to deter-
mine which appliances are drawing too much electricity and to use that 
information to propose rebate-eligible, cost-effective, energy-efficient 
upgrades wrapped in a compelling business case to improve the conversion 
yield on an associated campaign.

Now consider the additional impact of social media. A social layer on top 
of an instrumented and interconnected world generates a massive amount of 
data too. This data is more complex because most of it is unstructured (images, 
Twitter feeds, Facebook posts, micro-blog commentaries, and so on). If you 
eat Frito-Lay SunChips, you might remember its move to the world’s first 
biodegradable, environmentally friendly chip bag; you might also remember 
how loud the packaging was. Customers created thousands of YouTube vid-
eos showing how noisy the environmentally friendly bag was. A “Sorry, but  
I can’t hear you over this SunChips bag” Facebook page had hundreds of 
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thousands of Likes, and bloggers let their feelings be known. In the end, Frito-
Lay introduced a new, quieter SunChips bag, demonstrating the power and 
importance of social media. It isn’t hard to miss the careers lost and made 
from a tweet or video that went viral.

For a number of years, Facebook was adding a new user every three seconds; 
today these users collectively generate double-digit terabytes of data every day. 
In fact, in a typical day, Facebook experiences more than 3.5 billion posts and 
about 155 million “Likes.” The format of a Facebook post is indeed structured 
data. It’s encoded in the JavaScript Object Notation (JSON) format—which we 
talk about in Chapter 2. However, it’s the unstructured part that has the “golden 
nugget” of potential value; it holds monetizable intent, reputational decrees, 
and more. Although the structured data is easy to store and analyze, it is the 
unstructured components for intent, sentiment, and so on that are hard to  
analyze. They’ve got the potential to be very rewarding, if….

Twitter is another phenomenon. The world has taken to generating over 
400 million daily expressions of short 140 character or less opinions (amount-
ing to double-digit terabytes) and commentary (often unfiltered) about 
sporting events, sales, images, politics, and more. Twitter also provides enor-
mous amounts of data that’s structured in format, but it’s the unstructured 
part within the structure that holds most of the untapped value. Perhaps 
more accurate, it’s the combination of the structured (timestamp, location) 
and unstructured (the message) data where the ultimate value lies.

The social world is at an inflection point. It is moving from a text-centric 
mode of communication to a visually centric one. In fact, the fastest growing 
social sites (such as Vine, Snapchat, Pinterest, and Instagram, among others) 
are based on video or image communications. For example, one fashion house 
uses Pinterest to build preference profiles for women (Pinterest’s membership 
is approximately 95 percent female). It does this by sending collages of outfits 
to clients and then extracting from the likes and dislikes preferences for color, 
cut, fabric, and so on; the company is essentially learning through error (it’s a 
methodology we refer to as fail fast and we talk about it later in this book). 
Compare this to the traditional method whereby you might fill in a question-
naire about your favorite colors, cuts, and styles. Whenever you complete a 
survey, you are guarded and think about your responses. The approach that 
this fashion house is using represents unfiltered observation of raw human 
behavior—instant decisions in the form of “likes” and “dislikes.”
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Most of today’s collected data is also temporally and spatially enriched. 
For example, we know where one of the stars of the television show Myth 
Busters lives, not because he told us, but because he tweeted a picture of his 
car with location-based services (LBS) enabled on his smart device and ended 
up sharing his home’s geographic location with more than a million of his 
closest friends! Most people don’t know what LBS is, but they have it turned 
on because they’re using some mobile mapping application. These days, 
folks let you know when they have checked in at the gym or what restaurant 
they are in through their social apps.

Such data, with its built-in location awareness, represents another tremen-
dous opportunity for finer granularities of personalization or profiled risk 
assessment, if…. Today, a number of major credit card companies have pro-
grams that are based on this approach. For example, if you purchase a coffee 
using your credit card, the company will profile your location (through LBS) 
and your purchase history and then communicate an offer from a retailer 
near your current location that is tailored to you or vice versa.

Brought to You by the Letter V:  
How We Define Big Data
Somehow Big Data got tagged with the stem letter V to describe its attri-
butes. We’ve seen some definitions use so many Vs that we are tempted to 
add “V for Vendetta” to rise up against this trend and revolt. With that said, 
we’re not going to invent a new nomenclature to describe Big Data, but we 
will limit ourselves to just four Vs: volume, variety, velocity, and veracity.

No Question About It: Data Volumes Are on the Rise
Volume is the obvious Big Data attribute. At the start of this chapter, we gave 
you all kinds of statistics that were out of date the moment we sent the man-
uscript to the printers! We’ve already mentioned some of the causes for data 
explosion, which we categorize as social-mobile-cloud and the Internet of 
Things. So, we’ll just leave you with one more statistic that will be out of date 
by the time you get this book: 5PB of data is generated every day from mobile 
devices alone. That’s about 10,000 Blu-ray Discs. Don’t forget—volume is 
relative. So if your analytical models are measured in gigabytes, then tera-
bytes represent Big Data in your world from a volume perspective. Don’t fall 
in the “I have more data than you have” trap. It’s not always about how 
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much data you have; it’s what you do with it that counts. Like we always say, 
Big Data without analytics is…well…just a bunch of data.

Variety Is the Spice of Life
The variety characteristic of Big Data is really about trying to capture all of the 
data that pertains to our decision-making process. Making sense out of 
unstructured data, such as opinion and intent musings on Facebook or ana-
lyzing images, isn’t something that comes naturally for computers. How-
ever, this kind of data complements the data we use to drive decisions today. 
Most of the data out there is semistructured or unstructured. (To clarify, all 
data has some structure; when we refer to unstructured data, we are referring 
to the subcomponents that don’t have structure, such as the free-form text in 
a comments field or the image in an autodated and geocoded picture.)

Consider a customer call center. Imagine being able to detect the change in 
tone of a frustrated client who raises his voice to say, “This is the third outage 
I’ve had in one week!” A Big Data solution would identify not only the terms 
third and outage as negative events trending to a consumer churn event, but 
also the tonal change as another indicator that a customer churn incident is 
about to happen. A Big Data solution could do more than just deescalate such 
a scenario—it could prevent it.

All of this insight can be gleaned from unstructured data. Now combine 
this unstructured data with the customer’s system of record data such as 
transaction history (the structured data with which we’re familiar), and 
you’ve got a personalized model of this consumer: his value, how “brittle” 
he is becoming as your customer, and much more. (You could start this anal-
ysis by attempting to analyze recorded calls, not in real time, and evolve the 
solution to one that analyzes the spoken word in real time.)

Adelos has developed one of the most sophisticated sound classification 
systems in the world. This system is used for real-time perimeter security 
control; a thousand sensors are buried underground to collect and classify 
detected sounds so that appropriate action can be taken (dispatch personnel, 
dispatch aerial surveillance, and so on) depending on the classification. Con-
sider the problem of securing the perimeter of a nuclear reactor that’s sur-
rounded by parkland. The Adelos system could almost instantaneously dif-
ferentiate the whisper of the wind from a human voice or the sound of a 
human footstep from the sound of running wildlife. In fact, if a tree were to 
fall in one of its protected forests, Adelos can affirm that it makes a sound 
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and classify what the sound was (in this case a falling tree), even if no one is 
around to hear it. Image and sound classification is a great example of the 
variety characteristic of Big Data.

How Fast Can You Analyze? The Velocity of Your Data
One of our favorite but least understood characteristics of Big Data is velocity. 
We define velocity as the rate at which data arrives at the enterprise and the 
time that it takes the enterprise to process and understand that data. We often 
ask our clients, “After data arrives at your enterprise’s doorstep, how long 
does it take you to do something about it or to even know that it has arrived?” 
(We don’t like most of the answers we get to this question.)

Think about it for a moment. The opportunity-cost clock on your data 
starts ticking the moment the data hits the wire. As organizations, we’re tak-
ing far too long to spot trends or to pick up valuable insights. It doesn’t mat-
ter what industry you are in; being able to more swiftly understand and to 
respond to data signals puts you in a position of power. Whether you are 
trying to understand the health of a traffic system, a patient, or apply a stress 
test to a position in a booked loan portfolio, reacting faster gives you an 
advantage. Velocity is one of the most overlooked areas in the Big Data craze, 
and it’s an area in which we believe IBM is unequalled in the capabilities and 
sophistication that it provides.

You might be thinking that velocity can be handled by Complex Event 
Processing (CEP) systems, and although they might seem applicable on the 
surface, in the Big Data world, they fall short. Stream processing enables 
advanced analysis across diverse data types (not just relational data) with 
high messaging data rates and low latency. For example, one financial ser-
vices sector (FSS) client analyzes and correlates more than 5 million market 
messages per second to execute algorithmic option trades with an average 
latency of 30 microseconds. Another client analyzes more than 500,000 Inter-
net Protocol detail records (IPDRs) per second, which equals more than 6 
billion IPDRs per day, on more than 4PB of data per year to understand 
trending and the current health of its networks. Consider an enterprise net-
work security problem. In this domain, threats come in microseconds, so you 
need technology that can respond and keep pace. However, you also need 
something that can capture lots of data quickly and analyze it to identify 
emerging signatures and patterns on the network packets as they flow across 
the network infrastructure.
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Finally, from a governance perspective, consider the added benefit of a Big 
Data analytics velocity engine. If you have a powerful analytics engine that 
can apply complex analytics to data as it flows across the wire and you can 
glean insight from that data without having to land it, you might not have to 
subject this data to retention policies, which can result in huge savings for 
your IT department.

Today’s CEP solutions are targeted to approximately tens of thousands of 
messages per second at best, with seconds-to-minutes latency. Moreover, the 
analytics are mostly rules based and applicable only to traditional data types 
(in contrast to the Adelos example earlier). Don’t get us wrong; CEP has its 
place (which is why IBM Streams ships with a CEP toolkit), but it has funda-
mentally different design points. CEP is a nonprogrammer-oriented solution 
for applying simple rules to discrete and “complex” events.

Not a lot of people are talking about Big Data velocity because there aren’t 
a lot of vendors that can deal with it, let alone integrate at-rest technologies 
with velocity to deliver economies of scale for an enterprise’s current invest-
ment. The ability to have seamless analytics for both at-rest and in-motion 
data moves you from the forecast model that’s so tightly aligned with tradi-
tional warehousing and energizes the business with a nowcast model. The 
whole point is getting the insight that you learn at rest to the frontier of the 
business so that it can be analyzed and understood as it happens.

Data Here, Data There, Data, Data Everywhere:  
The Veracity of Data
Veracity is a term that’s being used more and more to describe Big Data; it 
refers to the quality or trustworthiness of the data. Tools that help handle Big 
Data’s veracity discard “noise” and transform the data into trustworthy 
insights.

A Big Data platform gives businesses the opportunity to analyze all of 
their data (whole population analytics) and to gain a better understanding of 
their business, their customers, the marketplace, and so on. This opportunity 
leads to the Big Data conundrum: Although the economics of deletion have 
caused a massive spike in the data that’s available to an organization, the 
percentage of the data that an enterprise can understand is on the decline. A 
further complication is that the data that the enterprise is trying to under-
stand is saturated with both useful signals and lots of noise (data that can’t 
be trusted or that isn’t useful to the business problem at hand).
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Embedded within all of this noise are potential useful signals: The person 
who professes a profound disdain for her current smart phone manufacturer 
and starts a soliloquy about the need for a new one is expressing monetizable 
intent. Big Data is so vast that quality issues are a reality, and veracity is what 
we generally use to refer to this problem domain; no one believes everything 
they read on the Internet, do they? The fact that one in three business leaders 
don’t trust the information that they use to make decisions is a strong indica-
tor that veracity needs to be a recognized Big Data attribute.

Cognitive Computing
Technology has helped us go faster and go further—it has literally taken us 
to the moon. Technology has helped us to solve problems previous genera-
tions couldn’t imagine, let alone dream about. But one question that we often 
ask our audiences is “Can technology think?” Cognitive systems is a cate-
gory of technologies that uses natural language processing and machine 
learning (we talk about these disciplines in Chapter 6) to enable people and 
machines to interact more naturally and to extend and magnify human 
expertise and cognition. These systems will eventually learn, think, and 
interact with users to provide expert assistance to scientists, engineers, law-
yers, and other professionals in a fraction of the time it now takes.

When we are asked the “Can technology think?” question, our answer is 
“Watson can!” Watson is the IBM name for its cognitive computing family 
that delivers a set of technologies unlike any that has come before it. Rather 
than forcing its users to think like a computer, Watson interacts with 
humans…on human terms. Watson can read and understand natural lan-
guage, such as the tweets, texts, studies, and reports that make up the major-
ity of the world’s data—a simple Internet search can’t do that. You likely got 
your first exposure to cognitive computing when IBM Watson defeated Brad 
Rutter and Ken Jennings in the Jeopardy! challenge. This quiz show, known 
for its complex, tricky questions and smart champions, was a perfect venue 
for the world to get a first look at the potential for cognitive computing.

To play, let alone win, the Jeopardy! challenge, Watson had to answer ques-
tions posed in every nuance of natural language, including puns, synonyms 
and homonyms, slang, and jargon. One thing you might not know is that 
during the match, Watson was not connected to the Internet. It knew only 
what it had amassed through years of interaction and learning from a large 
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set of unstructured data. Using machine learning, statistical analysis, and 
natural language processing to find and understand the clues in the ques-
tions, Watson compared possible answers by ranking its confidence in their 
accuracy. What’s more, without machine learning to build confidence in its 
answers, Watson wasn’t going to beat any Jeopardy! challenge winner. 

Back when Watson was a trivia guru, it could sort through the equivalent 
of 200 million pages of data to uncover an answer in three seconds. Today, 
the Watson technology is available on the cloud as a service, 24 times faster, 
and has gone from the size of a master bedroom to three stacked pizza boxes! 
Read that sentence again, and now imagine what your Big Data world is 
going to look like in a couple of years. This exponential increase in capacity 
has changed what Watson can do today, the things that IBM has planned on 
the horizon for tomorrow, and the things that Watson will do in the far future 
that we don’t even know about yet.

Watson represents a first step into cognitive systems, a new era of comput-
ing. While it makes use of programmatic computing (more on that in a bit), it 
adds three additional capabilities that make Watson truly unique: natural 
language processing, hypothesis generation and evaluation, and dynamic 
learning. Although none of these capabilities by itself is unique to Watson, 
the combination delivers the power to move beyond programmatic comput-
ing and to unlock the world of global unstructured data. Watson technology 
empowers you to move from a keyword-based search that provides a list of 
locations to an intuitive, conversational means of discovering a set of confi-
dence-ranked responses.

When asked a question, Watson generates an hypothesis and comes up 
with both a response and a level of confidence. Watson, however, also shows 
you the steps that it took to get to that response, which is a form of reasoning. 
You don’t program Watson; you work with it. Through these interactions, it 
learns much like humans do. Every experience makes it smarter and faster.

Watson can also teach. For example, new generations of doctors are help-
ing Watson learn the language of medicine. In turn, Watson is helping to teach 
doctors by providing possible treatment options. Watson (and Watson-like 
technologies) are now assisting doctors at Memorial Sloan Kettering with 
diagnostics by providing a variety of possible causes for a set of symptoms. 
Watson can help doctors narrow down the options and pick the best treat-
ments for their patients. The doctor still does most of the thinking; cognitive 
computing doesn’t replace human intelligence—it augments it. Watson is 



14  Big Data Beyond the Hype

there to make sense of the data and to help to make the process faster and 
more accurate.

Watson is also learning the language of finance to help wealth manage-
ment advisors plan for their clients’ retirement. For example, the IBM Watson 
Engagement Advisor can react to a caller’s questions and help front-line ser-
vice personnel find the right answers faster. The IBM Watson Discovery 
Advisor helps researchers uncover patterns that are hiding in mountains of 
data and then helps them share these new insights with colleagues. With 
Watson Analytics, you can ask Watson a question, and Watson then shows 
you what the data means in a way that is easy for anyone to understand and 
share—no techie required. Watson Data Explorer helps you to search, inter-
rogate, and find the data wherever it might be—and this capability is a pillar 
to any Big Data and Analytics platform (we talk about this in the “A Big Data 
and Analytics Platform Manifesto“ section in this chapter). Finally, there is 
also IBM Watson Developer’s Cloud that offers the software, technology, and 
tools that developers need to take advantage of Watson’s cognitive power 
over the cloud anytime.

For city leaders, such new systems can help them to prepare for major 
storms by predicting electrical outages. They can also help them to plan evac-
uations and prepare emergency management equipment and personnel to 
respond in the areas that will need help the most. These are just a few exam-
ples that show how Watson and cognitive computing are game changers. 
Personalization applications that help you to shop for clothes, pick a bottle of 
wine, and even invent a recipe (check out Chef Watson: www.bonappetit 
.com/tag/chef-watson) are another area in which IBM cognitive computing 
capabilities are redefining what Big Data solutions can do and what they 
should do.

The one thing to remember about Watson long after you’ve read this book 
is that Watson provides answers to your questions. Watson understands the 
nuances of human language and returns relevant answers in appropriate 
context. It keeps getting smarter, learning from each interaction with users 
and each piece of data it ingests. In other words, you don’t really program 
Watson; you learn with it.

You might be familiar with Apple’s Siri technology. People often ask us, 
“What’s the difference?” Siri is preprogrammed, and all possible questions 

http://www.bonappetit.com/tag/chef-watson
http://www.bonappetit.com/tag/chef-watson
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and her answers must be written into the application using structured data. 
Siri does not learn from her interactions either. Watson, on the other hand, 
reads through all kinds of data (structured, semistructured, and unstruc-
tured) to provide answers to questions in natural language. Watson learns 
from each interaction and gets smarter with time through its machine learn-
ing capabilities. We were pretty excited when IBM and Apple recently 
announced their partnership because we believe that Siri and Watson are 
going to go on a date and fireworks are going to happen! We also see the 
potential for IBM technologies such as the NoSQL Cloudant document store 
to get deeply embedded into iOS devices, thereby changing the game of this 
technology for millions of users.

Why Does the Big Data World  
Need Cognitive Computing?
You can more or less categorize the last century and a bit of computing into 
three eras.

•	The	Tabulating	System	Era Circa 1900 onward. Think tabulation 
machines and calculators.

•	The	Programmable	System	Era Circa 1950 onward. Programmable 
computers to run analyses in a deterministic manner.

•	Today’s	Cognitive	Systems	Era Circa 2011 onward. Systems that 
learn and interact with users through natural language, as well as 
some other technologies under the IBM Watson brand.

The systems of yesterday and today delivered tremendous business value 
and societal benefits by automating tabulation and harnessing computa-
tional power to boost both enterprise and personal productivity. Cognitive 
systems will forever change the way people interact with computing sys-
tems. People will extend their expertise across any domain of knowledge and 
make complex decisions involving the extraordinary volumes and types of 
data that can be found on the domain in the fast-moving world of Big Data.

The need for cognitive computing comes from the Big Data world in 
which we live. Figure 1-1 shows why cognitive computing is the requirement 
for the next generation of understanding, insight, and productivity.
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Let’s assume you use a wearable device that tracks your steps during the 
day and sleep patterns at night. In this case, the raw data is the number of 
steps and hours of sleep. From this raw data, the device can calculate the 
number of calories burned in a day; this is an example of feature extraction. 
You can also use this device’s software to see at what points in the day you 
are active; for example, you were highly active in the latter part of the day 
and sedentary in the morning. During your sleeping hours, the device is able 
to leverage the metadata to map your sleeping habits. This device’s accom-
panying application also enables you to log what you eat in a day and how 
much you weigh; this is a great example of domain linkages. You are mixing 
information about diet with physical markers that describe your overall 
sleep and activity levels. There might also be a social ecosystem where others 
share information such as occupation, location, some family medical history 
(such as “My dad died of a heart attack”), travel information, hobbies, and so 
on. Such a community can share information and encourage friendly compe-
tition to promote health. Such an infrastructure can represent a corpus for 
full contextual analytics. It can factor in other variables, such as the weather, 
and uncover trends, such as low activity, and alert you to them. This is a 

Figure 1-1 Big Data analytics and the context multiplier effect
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simple example, the point is that as interest in such a problem domain grows, 
so too does the data. Now think about the field of cancer research. Consider 
how many publications in this area are generated every day with all the clin-
ical trials and the documentation behind both successes and failures. Think 
about all the relevant factors, such as a patient’s family history, diet, lifestyle, 
job, and more. You can see that when you want to connect the dots—including 
dots that you can’t even see at first—the data is going to get unmanageable 
and cognitive help is needed.

That help can come in the form of the new class of industry-specific solu-
tions called cognitive systems, of which IBM Watson is a good example. The 
next generation of problem solvers is going to learn much faster than we ever 
did with cognitive computing technologies like Watson, and, in turn, Watson 
will learn much faster with our help. Cognitive computing will enable devel-
opers to solve new problems and business leaders to ask bigger questions. 
Together, people and technology will do things that generations before could 
not have imagined.

A Big Data and Analytics Platform Manifesto
To help an analytics-focused enterprise reach its potential, it is important to 
start with a checklist of “imperatives” for a Big Data and Analytics platform. 
We know that the trusted platforms of yesterday and, in some cases, today 
have limitations. We see these limitations daily as companies strive to trans-
form themselves into data-driven, decision-making organizations. The limi-
tations of traditional approaches have resulted in failed projects, expensive 
environments, nonscalable deployments, and system slowdowns.

You can’t have a Big Data platform without relational database manage-
ment systems (RDBMSs) or Hadoop. You need a framework to process and 
understand natural language. The data in your platform has to be governed 
and integrated; some data must have a sense of veracity to it, while others 
you cannot necessarily trust in the name of discovery. Moreover, there is no 
point in hosting a lot of data if you can’t find it. In a Big Data world, it’s no 
longer a “find the needle in a haystack” challenge; it’s a “find the needle in a 
stack of needles” challenge.

The Big Data and Analytics platform that you build has to tackle from the 
beginning one of the biggest challenges that we have seen yet: how to realize 
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24/7 decisioning (rather than just 24/7 data collection). A big part of that capa-
bility, and surely the focus of the next inflection point, is cognitive computing.

When putting together the building blocks of a Big Data and Analytics 
platform, it is imperative that you start with the requirement that the plat-
form must support all of your data. It must also be able to run all of the com-
putations that are needed to drive your analytics, taking into consideration 
the expected service level agreements (SLAs) that will come with multitiered 
data. Figure 1-2 shows a vendor-neutral set of building blocks that we feel 
are “must have” parts of a true Big Data platform—it’s our Big Data and 
Analytics Manifesto.
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Figure 1-2 A Big Data and Analytics platform manifesto: imperatives and underlying 
technologies

1. Discover, Explore, and  
Navigate Big Data Sources
We believe that when it comes to boosting your analytics IQ, we are all guilty 
of the same thing: not knowing the things that we could already know. Con-
sidering the amount of data that is continually pouring into organizations, 
data collection is not the issue. Tools such as Google Desktop or Apple Spot-
light are designed to find “stuff” on your laptop that you don’t know or 
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forgot you have. It’s the same in the analytics world. With all the hype about 
Big Data, it’s easy to see why companies can’t wait to analyze new data types 
and make available new volumes of data with dreams of epiphanies that are 
just “around the corner.” But any Big Data project should start with the 
“what you could already know” part. From personalized marketing to 
finance to public safety, your Big Data project should start with what you 
have. In other words, know what you have before you make big plans to go 
out and get more. Provision search, navigation, and discovery services over 
a broad range of data sources and applications, both inside and outside of 
your enterprise, to help your business uncover the most relevant information 
and insights. A plan to get more mileage out of the data that you already have 
before starting other data gathering projects will make understanding the 
new data that much easier.

The process of data analysis begins with understanding data sources, figur-
ing out what data is available within a particular source, and getting a sense 
of its quality and its relationship to other data elements. This process, known 
as data discovery, enables data scientists to create the right analytic models 
and computational strategies. Traditional approaches required data to be 
physically moved to a central location before it could be discovered. With Big 
Data, this approach is too expensive and impractical.

To facilitate data discovery and unlock resident value within Big Data, the 
platform must be able to discover data that is in place. It has to be able to sup-
port the indexing, searching, and navigation of different sources of Big Data. 
Quite simply, it has to be able to facilitate discovery in a diverse set of data 
sources, such as databases, flat files, or content management systems—pretty 
much any persistent data store (including Hadoop) that contains structured, 
semistructured, or unstructured data.

And don’t forget, these cross-enterprise search, discovery, and navigation 
services must strictly adhere to and preserve the inherent security profiles of 
the underlying data systems. For example, suppose that a financial docu-
ment is redacted for certain users. When an authorized user searches for 
granular details in this document, the user will see all the details. But if 
someone else with a coarser level of authorization can see only the summary 
when directly accessing the data through its natural interfaces, that’s all that 
will be surfaced by the discovery service; it could even be the case that the 
search doesn’t turn up any data at all!
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In a Big Data world, it’s not just about being able to search your data 
repositories (we cover these repositories in Chapter 4); it’s also about creat-
ing a platform that promotes the rapid development and deployment of 
search-based applications that leverage the Big Data architecture that you’ve 
put in place—and that’s the point, right? You aren’t investing in Big Data 
because you don’t want people to use the data. These aren’t data science 
projects; they are strategic business imperatives.

When you invest in the discovery of data that you already have, your 
business benefits immensely. Benefits include enhanced productivity with 
greater access to needed information and improved collaboration and deci-
sion making through better information sharing.

It’s simple. In the same manner that humans forget stuff they used to 
know as they get older, organizations forget things too. We call it organiza-
tional amnesia and it’s way more of an epidemic than you think. Keeping in 
mind that innovation is facilitated by making information available to 
empowered employees, when you start having conversations about getting 
beyond the Big Data hype, don’t forget to include the information you 
already have—the information that you may have just forgotten about.

2. Land, Manage, and Store  
Huge Volumes of Any Data
Few technologies have gotten more buzz over the past few years than 
Hadoop (the subject of Chapter 6). When coupled with Big Data, you have 
enough hype to write a whole library of trendy technical books. There’s a 
reason for all the excitement around these technologies. Traditional data stor-
age and analytics tools have not been cutting it when dealing with Big Data. 
From a volume perspective, many tools start to become impractical when 
thresholds in the dozens of terabytes are exceeded. Sometimes, “impractical” 
means that the technology simply won’t scale any further or that a tipping 
point is reached in terms of how much time it takes to work with data sets. 
And sometimes, “impractical” means that although the technology can scale, 
the licensing, administrative, and hardware costs to deal with increased data 
volumes become unpalatable. From a variety perspective, traditional ana-
lytic tools work well with only structured data, which represents, at most,  
20 percent of the data in the world today.
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Considering the pressing need for technologies that can overcome the vol-
ume and variety challenges for data at rest, it’s no wonder that business mag-
azines and online tech forums alike are buzzing about Hadoop. And it’s not 
all talk either. The IT departments in most Fortune 500 companies have done 
more than a little experimentation with Hadoop. The problem is that many of 
these initiatives have stagnated in the “science project” phase. The challenges 
are common: It is easy and exciting to start dumping data into these reposi-
tories; the hard part comes with what to do next. The meaningful analysis of 
data that is stored in Hadoop requires highly specialized programming 
skills, and for many algorithms, it can be challenging to put them into a par-
allelizable form so that they can run in Hadoop. And what about information 
governance concerns, such as security and data lifecycle management, where 
new technologies like Hadoop don’t have a complete story?

Some traditional database vendors consider Hadoop to be no more than a 
data preparation opportunity for their data warehousing projects. We dis-
agree with that view and discuss how we see Hadoop at play for analytics, 
data integration, operation excellence, discovery and more in Chapter 6.

It is not just Hadoop that’s at play here. The JSON specification is ubiqui-
tous for how mobile information is encoded today. Understanding relation-
ships between entities (people, things, places, and so on) is something that 
requires the use of graphs. Some data needs to “bit bucket” to just store any 
data and retrieve it via a simple key. All of these fall under the NoSQL data-
base genre, and we cover that in Chapter 2. 

3. Structured and Controlled Data
Despite what some might want you to believe, we are not seeing the end of 
the RDBMS era. In fact, it is quite the opposite. A Big Data and Analytics 
platform needs to be polyglot (see Chapter 2), and that means you are going 
to end up using NoSQL, Hadoop, and RDBMS technologies. These technolo-
gies support various information management zones, which we introduce 
you to in Chapter 4. One of the zones requires that data be highly structured, 
controlled, and harvested.

If we had to pick an area that comes close to being as hot as Hadoop or Big 
Data, it would be in-memory columnar databases. In-memory computing offers 
the advantage of speed in data-intensive processing for analytics and 
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reporting. As the cost of computer memory drops, in-memory processing 
“obliterates the wait” for business answers, and RDBMS technologies are 
behind this success. What’s more, as the memory in CPU caches continues to 
expand, there is even more opportunity to get data into the CPU cache, which 
is inordinately faster than system RAM. These technologies are appealing 
because they typically require much less DBA involvement compared to tra-
ditional solutions. For example, performance-tuning objects such as indexes 
are not needed or created, which allows data scientists and line-of-business 
(LOB) owners to self-serve their analytics. Just load the data and go! Indeed, 
the future buyer of IT is the LOB, and collectively, they are driving the 
demand for software as a service (SaaS) analytics; IBM dashDB and Amazon 
Redshift are perfect examples of cloud-driven SaaS analytics services (we 
talk about this in Chapter 3).

Some of your data might be populated from the Hadoop repository, as 
discussed in the previous section, but some of it might come from another 
source that is trending in the structured and controlled data world: the ana-
lytical appliance (Chapter 9). Traditional architectures decoupled analytical 
environments from data environments. Analytical software would run on its 
own infrastructure and retrieve data from back-end data warehouses or 
other systems to perform complex analytics. The rationale was that data 
environments were optimized for faster data access but not necessarily for 
advanced mathematical computations. Hence, analytics were treated as a 
distinct workload that had to be managed in a separate infrastructure. This 
architecture was expensive to manage and operate, created data redundancy, 
and performed poorly with increasing data volumes. The analytic architec-
ture prescribed in this manifesto is one that can run both data processing and 
complex analytics on the same platform. It needs to deliver petabyte-scale 
throughput by seamlessly executing analytic models inside the platform, 
against the entire data set, without replicating or sampling data. It must also 
enable data scientists to iterate through different models more quickly to 
facilitate discovery and experimentation with a “best fit” yield.

4. Manage and Analyze Unstructured Data
For a long time, data has been classified on the basis of its type—structured, 
semistructured, or unstructured. Existing infrastructures typically have bar-
riers that prevent the seamless correlation and holistic analysis of these  
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data classifications, and independent systems have been used to store and 
manage these different data types. We’ve also seen the emergence of hybrid 
systems that can be disappointing because they don’t natively manage all 
data types. For the most part—there are some exceptions—we find the “try-
ing to fit a circle shape through a square hole” approach comes with a lot of 
compromise.

Of course, organizational processes don’t distinguish among data types. 
When you want to analyze customer support effectiveness, structured infor-
mation about a customer service representative’s conversation (such as call 
duration, call outcome, customer satisfaction survey responses, and so on) is 
as important as unstructured information gleaned from that conversation 
(such as sentiment, customer feedback, and verbally expressed concerns). 
Effective analysis needs to factor in all components of an interaction and to 
analyze them within the same context, regardless of whether the underlying 
data is structured or not. A Big Data and Analytics platform must be able to 
manage, store, and retrieve both unstructured and structured data, but it 
must also provide tools for unstructured data exploration and analysis. (We 
touch on this in Chapter 6, where we cover Hadoop.)

This is a key point that we do not want you to miss because it is often over-
looked. You likely do not have the appetite or the budget to hire hundreds of 
expensive Java developers to build extractors. Nor are you likely a LinkedIn- 
or Facebook-like company; you have a different core competency—your busi-
ness. To process and analyze the unstructured data that is found in call logs, 
sentiment expressions, contracts, and so on, you need a rich ecosystem in 
which you can develop those extractors. That ecosystem must start with a tool 
set: visually rich tooling that enables you to compose and work with the 
extractions. You will want to compose textual understanding algorithms 
through a declarative language; in other words, you should not have to rely 
on bits and bytes Java programming, but rather on an app-based composition 
framework that is more consumable throughout the enterprise. If you want to 
query Hadoop data at rest, you are likely looking for an SQL-like interface to 
query unstructured data. This way, you can leverage the extensive skills in 
which you have invested. Finally, the ecosystem should have the ability to 
compile the higher-level declarations (the queries that you write) into code 
that can be executed in an efficient and well-performing manner, just like the 
SQL that is optimized under the covers by every RDBMS vendor.
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Of course, you can apply the same requirements to video and audio, among 
other data types. For example, IBM hosts what we believe to be the world’s 
largest image classification library. Pictures are retrieved on the basis of attri-
butes that are “learned” through training sets. Imagine combing through thou-
sands of photos looking for winter sports without having to tag them as winter 
sports. You can try it for yourself at http://mp7.watson.ibm.com/imars/.

5. Analyze Data in Real Time
Performing analytics on activity as it unfolds presents a huge untapped oppor-
tunity for the enterprise. For the most part, we still see analytic models and 
computations running on at-rest data that’s stored in repositories (traditional 
databases, Hadoop, and so on). Although this works well for transpired events 
that occurred a few minutes, hours, or even days before, these repositories gen-
erally rely on disk drives to store and retrieve data. Even the best-performing  
disk drives and memory-optimized databases have unacceptable latencies 
when reacting to certain events in real time.

Enterprises that want to boost their analytics IQ need the ability to analyze 
data as it is being generated and then take appropriate action. The idea is to 
derive insight before the data is stored. We refer to this type of data as stream-
ing data and the analysis of it as the analytics of data in motion. Depending on 
the time of day or other contexts, the volume of the data stream can vary 
dramatically. For example, consider a stream of data that is carrying stock 
trades in an exchange. Depending on trading events, that stream can quickly 
swell from 10 to 100 times its normal volume. This implies that a Big Data 
platform not only has to support analytics on data at rest, but also has to 
effectively manage increasing volumes of data streams and support analytics 
on data in motion. To get beyond the Big Data hype, you have to ensure you 
are not just having conversations about analytics on data at rest You have to 
converse about how insights gleaned through analytics on at-rest data get 
applied to data in motion. We cover this topic in Chapter 7.

6. A Rich Library of Analytical Functions and Tools
One of the key goals of a Big Data and Analytics platform should be to reduce 
the analytic cycle time, the amount of time that it takes to discover and trans-
form data, develop and score models, and analyze and publish results. When 

http://mp7.watson.ibm.com/imars/
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your platform empowers you to run extremely fast analytics, you have the 
foundation on which to support multiple analytic iterations and speed up 
model development. Although this is the goal, there needs to be a focus on 
improving developer productivity. By making it easy to discover data, 
develop and deploy models, visualize results, and integrate with front-end 
applications, your organization can enable practitioners, such as analysts 
and data scientists, to be more effective. We refer to this concept as the art of 
consumability. Consumability is key to democratizing Big Data across the 
enterprise. You shouldn’t just want; you should always demand that your Big 
Data and Analytics platform flatten the time-to-analysis curve with a rich set 
of accelerators, libraries of analytic functions, and a tool set that brings agility 
to the development and visualization process. Throughout this book, we 
illustrate how this part of the manifesto is rooted across the IBM Big Data 
and Analytics platform.

A new take on an old saying is appropriate here: “A picture is worth a thou-
sand terabytes.” Because analytics is an emerging discipline, it is not uncommon 
to find data scientists who have their own preferred approach to creating and 
visualizing models. It’s important that you spend time focusing on the visual-
ization of your data because that will be a key consumability attribute and 
communication vehicle for your platform. It is not the case that the fancier the 
visualization, the better—so we are not asking you to use your Office Excel 3D 
mapping rotations here. That said, Big Data does offer some new kinds of visu-
alizations that you will want to get acquainted with, such as Streamgraphs, 
Treemaps, Gantt charts, and more. But rest assured, your eyes will still be look-
ing over the traditional bar charts and scatter plots too.

Data scientists often build their models by using packaged applications, 
emerging open source libraries, or “roll your own” approaches to build mod-
els with procedural languages. Creating a restrictive development environ-
ment curtails their productivity. A Big Data and Analytics platform needs to 
support interaction with the most commonly available analytic packages. There 
should also be deep integration that facilitates the pushing of computationally 
intensive activities, such as model scoring, from those packages into the plat-
form on premise or in the cloud. At a minimum, your data-at-rest and data-in-
motion environments should support SAS, SPSS, and R. The platform also 
needs to support a rich set of “parallelizable” algorithms (think: machine 
learning) that has been developed and tested to run on Big Data (we cover all 
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of this in Chapter 6), with specific capabilities for unstructured data analytics 
(such as text analytic routines) and a framework for developing additional 
algorithms. Your platform should provide the ability to visualize and publish 
results in an intuitive and easy-to-use manner.

7. Integrate and Govern All Data Sources
Over the last few years, the information management community has made 
enormous progress in developing sound data management principles. These 
include policies, tools, and technologies for data quality, security, gover-
nance, master data management, data integration, and information lifecycle 
management. These principles establish veracity (trust) in the data and are 
extremely critical to the success of any analytics program. For example, if a 
certain masking policy is used for credit card data in the RDBMS, why isn’t 
the same policy used to mask the data when it resides in Hadoop’s HDFS file 
system? If you want to know where a certain set of data comes from and 
what was done to it before you draw inferences from it, does it matter where 
the data resides? No! Unfortunately, from what we can tell, although many 
agree with our mindset here, many don’t practice it.

We struggled when it came to the location of this part of the manifesto in 
Figure 1-2. Its current location suggests that the entire Big Data and Analytics 
platform should sit on the ability to integrate and govern all data sources—
which is our intent. On the other hand, we see too many people treat this 
topic as an afterthought—and that leads to security exposure, wasted 
resources, untrusted data, and more. We actually think that you should scope 
your Big Data architecture with integration and governance in mind from the 
very start. In fact, you should probably do this for all the data assets in your 
organization. Think about it this way: Deciding not to govern some “toss-
away” data is actually a governance decision. By handling all data that you 
are keeping for analytics as though it will be governed, you are on the right 
path to a modern information management architecture. 

We get it. Governance can be akin to when your mother asked you to clean 
up your room; you didn’t like it, but at the same time, you now know how 
good it was for you. We will tell you this: Organizations that do more than 
take a minimal effort to comply with an approach to governance end up cre-
ating regulatory dividends by repurposing the same data for other uses. A 
Big Data and Analytics platform should embrace these principles and treat 
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them as foundational and intrinsic to the platform itself, which is a guideline 
that represents the main theme of Part III.

Cognitive Computing Systems
As we discussed earlier in this chapter, cognitive computing systems learn 
from and interact naturally with people to extend what either humans or 
machines could do on their own. They help human experts to make better 
decisions by penetrating the complexity of Big Data. When you look at the 
capabilities that are outlined in our Big Data and Analytics platform mani-
festo, it becomes obvious how these capabilities can feed cognitive systems 
so that artificial intelligence meets business intelligence. That is where the 
next frontier of discovery is to be found, be it a cure for cancer or concierge 
shopping services. For IBM, the place where data is prepared for cognitive 
systems is Watson Foundations, the focus of Part II.

Of Cloud and Manifestos…
We didn’t explicitly come out and say it (yet), but the cloud is going to play 
a big part of your Big Data and Analytics platform. Whether you are using it 
for bursty workloads that need the scalability relief that this deployment 
model can offer or for turnkey discovery, you should ensure that the capa-
bilities that are described in this manifesto are available as composable ser-
vices in the cloud if it makes sense to do so. 

When you assemble your Big Data and Analytics platform, ensure that the 
vendors with which you partner showcase their ability to deliver the services 
that are outlined in this manifesto, in multiple modalities, to suit your busi-
ness needs.

Cloud-based delivery models for IT infrastructure, frictionless develop-
ment, and service-provisioned capabilities are so critical to a Big Data strategy 
that we dedicated an entire chapter to it in this book! For the most part, the 
IBM Information Management capabilities cloud service offerings (such as 
IBM DataWorks and dashDB) will drive the innovations that you will see in 
its on-premise appliance and software solution offerings (such as the BLU 
Acceleration technology in DB2). This is all part of a cloud-first strategy that is 
born “agile” and drives IBM’s ability to more quickly deliver Big Data ana-
lytic capability to the marketplace in the manner in which it will be consumed. 



28  Big Data Beyond the Hype

Now reflect on some of the required Big Data and Analytics platform capa-
bilities we outlined in our manifesto. It means you may want to leverage a 
cloud service to perform one of the many data refinery activities available in 
the IBM Cloud. The catalog of these services is collectively known as IBM 
DataWorks. IBM BLU Acceleration technology is available as a turnkey analytics  
powerhouse service called dashDB. (dashDB also includes other services, 
some of which are found in the IBM DataWorks catalog, along with Netezza 
capabilities and more.) 

The cloud-first strategy isn’t just for IBM’s Information Management 
brand either. Watson Analytics is a set of services that provide a cloud-based 
predictive and cognitive analytics discovery platform that’s purposely 
designed for the business user (remember the new buyer of IT we talked 
about earlier in this chapter).

Need a JSON document store to support a fast-paced and agile app dev 
environment? It’s available in the IBM cloud as well; Hadoop cluster, yup; 
SQL data store, yup—you get the point. From standing up computing 
resources (infrastructure as service), to composing applications (platform as 
a service—think IBM Bluemix), to running them (the IBM Cloud market-
place SaaS environment), the richest capability of service we know of is avail-
able from IBM. These services are mostly available in a freemium model to 
get going with options for enterprise-scale use and sophistication. Finally, 
the IBM Cloud services catalog doesn’t just contain IBM capabilities, it 
includes services delivered through a rich partner ecosystem and open 
source technologies too. 

Wrapping It Up
In this chapter, we introduced you to the concept of Big Data. We also high-
lighted the future of analytics: cognitive computing. Finally, we shared with 
you our Big Data and Analytics platform manifesto.

We kept most of this chapter vendor agnostic. We wanted to give you a 
solid background against which you can evaluate the vendors that you 
choose to help you build your own Big Data and Analytics platform and to 
describe the things to look for when you design the architecture. In short, this 
chapter gave you the key points to guide you in any Big Data conversation. 
The remaining chapters in this part of the book cover NoSQL and the cloud. 
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By the time you finish this part, you will have a solid understanding of the 
main topics of discussion in today’s data-intensive analytics landscape.

Of course, it goes without saying that we hope you will agree that IBM is a 
Big Data and Analytics partner that has journeyed further with respect to stra-
tegic vision and capabilities than any other vendor in today’s marketplace. 
And although we would love you to implement every IBM solution that maps 
to this manifesto, remember that the entire portfolio is modular in design. You 
can take the governance pieces for database activity monitor and use those on 
MongoDB or another vendor’s distribution of Hadoop. Whatever vendor, or 
vendors, you choose to partner with on your Big Data journey, be sure to  
follow this Big Data and Analytics manifesto.
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2
To SQL or Not to SQL: 

That’s Not the Question,  
It’s the Era of Polyglot 

Persistence

The word polyglot is used to refer to an individual who knows multiple 
languages. What does this have to do with information technology? Well, 
this is the term that’s been adopted to describe what IBM calls a Next Genera-
tion Data Platform Architecture, one that combines the use of multiple persis-
tence (storage) techniques to build, store, and manage data applications  
(apps) in the most efficient way possible. We believe that apps will become 
polyglot in the sense that end users interact with a single interface, while the 
back-end app is a combination of persistence technologies and APIs working 
in harmony “under the covers.” If you look at the IBM Bluemix platform as a 
service (PaaS) model, which we talk about in the next chapter, it becomes 
apparent how next-generation apps will be composed of a set of polyglot 
services. What’s more, consuming functionality through the use of an API 
service is the future of app development—the API economy we call it. So 
beyond just data, the apps of the future (and many of today) are polyglot.

Polyglot persistence is a handyman’s toolbox approach to solving com-
plex data-layer problems. The data platform (toolbox) of tomorrow—which 
was really needed yesterday—has to bring various technologies (tools) to 
support a polyglot environment. This enables organizations to break down 
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complicated data-layer problems into segments and to select the best tech-
nology for each problem segment. No technology completely replaces 
another; there are existing investments in database infrastructure, skills 
honed over decades, and existing best practices that cannot (and should not) 
be thrown away. Innovation around polyglot solutions and NoSQL technolo-
gies will be complementary to existing SQL systems. The question is and 
always has been “What is available to help the business, and what is the 
problem that we are trying to solve?” If you’re having a Big Data conversa-
tion that’s intended to get beyond the hype, you need to verse yourself with 
polyglot concepts—the point of this chapter.

The easiest way to look at polyglot persistence is first to understand the 
emergence of the two most ubiquitous data persistence architectures in use 
today: SQL and NoSQL. (We are setting aside for the moment another, more 
recent approach, which is aptly named NewSQL.) NoSQL is not just a single 
technology, a fact that makes any conversations on this topic a bit more com-
plicated than most. There are many kinds of NoSQL technologies. Even the 
NoSQL classification system is full of complexity (for example, the data 
model for some columnar family stores is a key/value format, but there are 
key/value databases too). In fact, the last time we looked, there were more 
than 125 open source NoSQL database offerings! (For a summary of the cur-
rent landscape, see 451 Group’s Matt Aslett’s data platforms landscape map 
at http://tinyurl.com/pakbgbd.)

The global NoSQL market has been forecasted to be $3.4 billion by 2020, 
experiencing 21 percent compounded annual growth rates (CAGRs) between 
2015 and 2020, according to the value-added reseller firm Solid IT. The bot-
tom line is that NoSQL technologies continue to gain traction (some much 
more than others); but the majority have ended up as spins-offs or off-shoots 
or have just faded away. In this chapter we are going to talk about the styles 
of NoSQL databases and refer to some of the ones that have made their mark 
and didn’t fade away.

You likely interact with NoSQL databases (directly or indirectly) on a daily 
basis. Do you belong to any social sites? Are you an online gamer? Do you 
buy things online? Have you experienced a personalized ad on your mobile 
device or web browser? If you answered “yes” to any of these questions, 
you’ve been touched by NoSQL technology. In fact, if you’re a Microsoft Xbox 
One gamer, have leveraged the Rosetta Stone learning platform to 

http://tinyurl.com/pakbgbd
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make yourself a polyglot, bought concert tickets through Ticketmaster, or put 
a document in Dropbox, you’re actually interacting with one of IBM’s NoSQL 
offerings, Cloudant, which handles more than 10 billion transactions per day 
and supports millions of databases (see Chapter 10). NoSQL comes from an 
evolution in the IT landscape that is characterized by massive amounts  
of data around interactions—not just transactions. This is the rapid-fire “fuzzy” 
data that powers today’s systems of engagement (more about these systems 
later), smart devices, and web apps. To address this shift, new models of app 
development, data storage, and data access are needed. In fact, you will find 
that NoSQL has an even larger role to play as we move from people-driven 
systems of engagement to the engagement of “things”—the Internet of Things.

In this chapter, we introduce you to the world of polyglot persistence and 
why it’s critical for enterprises to adopt this methodology. We dispel some 
doomsday myths and articulate how the IBM Big Data and Analytics plat-
form’s DNA has been engineered for this specific methodology. We focus on 
NoSQL in this chapter because that area is likely newer for most readers. We 
assume that relational database management systems (RDBMSs) are well 
understood in the organization where you build, test, and deploy apps, so 
won’t talk about them here unless it helps the NoSQL discussion.

By the time you finish reading this chapter, you will have a firm under-
standing of what NoSQL is all about, including its applicability in a Big Data 
world (hint: it’s not what you put on your résumé if you don’t have any SQL 
skills). You’ll also appreciate how a polyglot environment can deliver enor-
mous benefits and economies of scale to your business and that single technol-
ogy approaches are not always up to the task for the requirements at hand; 
indeed, the “one ring to rule them all” approach is best left to Tolkien books.

Core Value Systems: What Makes  
a NoSQL Practitioner Tick
One of the key reasons behind the emergence of NoSQL is its practitioners. 
Consider database administrators (DBAs), developers, and the term perfor-
mance. Performance to a DBA typically means in relation to a service level 
agreement (SLA): “Is it running as fast as I promised that it would run?” To 
developers performance means: “How fast can I build my app?”
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Think about it—today’s social-mobile-cloud apps evolve so rapidly, and 
the barrier to entry for new apps is so flat, thanks to the cloud, that develop-
ers need two things: an endless supply of super-caffeinated beverages and an 
app lifecycle that supports a near-continuous innovation and integration of 
code changes.

Developers deserve and expect better than “good enough” technologies, and 
their tools and infrastructure must continually improve. At first, this doesn’t 
sound like great news for folks on the operations side of the house. Developers 
have become so influential in our social-mobile-cloud world that the emergence 
of as-a-service cloud models and the marriage between developers and opera-
tions personnel (DevOps) directly reflect the need for businesses to be agile if 
they want to be innovative. The IBM Bluemix platform as a service (PaaS) 
development ecosystem is all about agility—it provides developers with hun-
dreds of IBM, non-IBM, and open source services to compose apps in a hosted 
environment powered by Softlayer—and that includes a number of NoSQL ser-
vices. (We talk about Bluemix and the cloud in Chapter 3.)  

Developers are the most visible force driving NoSQL technologies because 
line-of-business (LOB) owners are asking for quick delivery, and developers 
are the ones building the apps. There’s an undeniable confluence between 
the changing nature of the data in a Big Data world and emerging technolo-
gies that seek to quench the thirst by developers for better ways to not only 
persist that data, but work with it in an agile manner too. Make no mistake 
about it: NoSQL is here to stay.

To better appreciate a developer’s demand for agility, let’s assume you’re 
a developer who is enhancing a mobile shopping cart app for your company. 
You’ve been tasked with personalizing this app by an executive team that 
believes this enhancement will help drive users to make more “no-thought, 
on-the-spot” purchases. You’ve been on this project for two months, coming 
off the heels of an earlier project that took three months to complete. Your life 
is characterized by these types of project-to-project assignments. As you 
design the personalization aspects of your app, you decide that it’s a great 
idea to add a Facebook ID field so that tailored offers can be shared within 
the user’s network.

Traditionally, if the data is stored in an RDBMS, the developer has to go to 
the DBA and request a database schema change. The DBA schedules the 
work required to fulfill the request. Perhaps the developer will see some-
thing in the test system within a day or two (“We’ll let you know when it’s 
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done” is the stuff that makes developers cringe). Now, think about this app 
in production…your change request to surface the new Facebook scoring 
module falls into the realm of DBA “limbo.” Ask colleagues who have been 
in similar situations how long this might take and the answer might shock 
you. In some companies, it’s months! (Additional data modeling could create 
even further delays.)

Developers want to be able to add, modify, or remove data attributes at 
will, without having to deal with middlemen or “pending approval” obsta-
cles. They want to experiment, learn from failure, and be agile. If they are to 
fail, they want to fail fast (we talk about this methodology in Chapter 4). 
Agility is prized because mobile app users expect continuous functional 
enhancements, but the friction of traditional development approaches typi-
cally doesn’t allow for that. In most environments, developers have to keep 
“in sync” with DBA change cycles.

NoSQL databases appeal to these developers because they can evolve 
apps rapidly without DBA or data modeler intervention. There are other sce-
narios as well. Speed of transaction matters in a social-mobile-cloud world; 
depending on the app, many developers are willing to serve up “stale” 
results (by using data that might be slightly out of date and will in all likeli-
hood eventually be right, it’s just not right now) in exchange for more respon-
sive and faster apps—in some cases they are okay if the data is lost—we 
discuss these trade-offs later in this chapter. We think Big Data conversations 
that include polyglot open the door to a more satisfactory trade-off between 
consistency and availability.

This agility scenario sums up what we believe are the fundamental differ-
ences between the SQL and NoSQL worlds. There are others. For example, in 
the SQL world, a lot of the work to store data has to be done up front (this is 
often referred to as schema-first or schema-on-write), but getting data out is 
pretty simple (for example, Excel easily generates SQL queries). In the NoSQL 
world, however, it’s really easy to store data (just dump it in), and much of 
the work goes into programming ways to get the data out (schema-later or 
schema-on-read).

As previously mentioned, NoSQL was born out of a need for scalability. 
Most (not all) NoSQL technologies run on elastic scale-out clusters, but most 
RDBMSs are hard-pressed to scale horizontally for transactions. Microsoft SQL 
Server doesn’t have anything here that isn’t some kind of workaround; at the 
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time of writing, SAP HANA doesn’t support scale-out for OLTP, and those 
with experience trying to get Oracle RAC to scale know the effort that is 
involved. From a transactional perspective, it’s fair to give IBM’s DB2 for Sys-
tem z and DB2 pureScale offerings due credit here. Their well-proven transac-
tional scale-out and performance-optimizing services are made possible by 
IBM’s Coupling Facility technology for bringing in and removing resources 
without having to alter your apps to achieve the near-linear performance gains 
that you would expect when scaling a cluster. It’s also fair to note that almost 
every RDBMS vendor has at least a semi-proven solution for scaling out busi-
ness intelligence (BI) apps—but these are very focused on structured data.

Table 2-1 lists a number of other differences between the NoSQL and SQL 
worlds. We aren’t going to get into the details for each of them (or this would 
be solely a NoSQL book), but we touch on some throughout the remainder 
of this chapter. Take note that what we’re listing in this table are general 
tendencies—there are exceptions.

The NoSQL World (Schema Later) The SQL World (Schema First)
New questions? No schema change New questions? Schema change
Schema change in minutes, if not seconds Schema: permission process (we’re not talking 

minutes here)
Tolerate chaos for new insights and agility 
(the cost of “getting it wrong” is low)

Control freaks (in many cases  
for good reasons)

Agility in the name of discovery  
(easy to change)

Single version of the truth

Developers code integrity (yikes!) Database manages integrity (consistency from 
any app that access the database)

Eventual consistency (the data that you 
read might not be current)

Consistency (can guarantee that the data you 
are reading is 100 percent current)

All kinds of data Mostly structured data
Consistency, availability, and partition 
tolerance (CAP)

Atomicity, consistency, isolated, durable 
(ACID)

Table 2-1 Characteristics of the NoSQL and SQL Worlds

What Is NoSQL?
In our collective century-plus experience with IT, we honestly can’t recall a 
more confrontational classification for a set of technologies than NoSQL. 
More ironic is the popular trend of adopting SQL practices and terminology 
in NoSQL solutions. We’re sure that there are practitioners who feel that the 
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name is apt because, as they see it, a war is coming—a sort of Game of Thrones 
(“The Database”) where the Wildings of the North (the NoSQL “barbarians”) 
are set to take over the regulated (and boring) world of RDBMSs. Although 
this sounds pretty exciting, it’s simply not going to happen. The term NoSQL 
was the happy (some would say not happy) result of a developer meet-up 
that was pressed to come up with a name for SQL-alternative technologies.

Popular NoSQL products—which we classify later in this chapter—
include Cloudant, MongoDB, Redis, Riak, Couchbase, HBase, and Cassan-
dra, among others. These products almost exclusively run on Linux, leverage 
locally attached storage (though sometimes network-attached storage), and 
scale out on commodity hardware.

SQL, which has been around for 40 years, is the biggest craze in the NoSQL 
Hadoop ecosystem space. SQL is so hot because it’s incredibly well suited to 
querying data structures and because it is a declarative language, which is so 
important because it enables you to get an answer without having to pro-
gram how to get it.

This matters. It matters when it comes to broadening insights about your 
organization. A terrific example of this involves the IBM SQL on Hadoop 
engine (called Big SQL) available in InfoSphere BigInsights for Hadoop—a 
“just the query engine” stand-alone MPP Hadoop SQL processing engine 
that quite simply is the best in its class. The IBM approach is different than 
other vendors such as Oracle, Teradata, Pivotal, and Microsoft; they focus on 
a “use the RDBMS to either submit a remote query or run the entire query 
with the involvement of a database” approach. A true Hadoop query engine 
runs the MPP SQL query engine on Hadoop, uses Hive metadata, and oper-
ates on data stored in Hadoop’s file system using common Hadoop data 
types. (For details on SQL on Hadoop and Big SQL see Chapter 6).

We believe that Big SQL can deliver incredible performance benefits and 
is more suitable over anything we’ve seen in the marketplace, including 
Cloudera Impala. Why? First, IBM has been in the MPP SQL parallelization 
game for more than four decades; as you can imagine, there’s decades of 
experience in the Big SQL optimizer. Second, IBM’s Big SQL offers the richest 
SQL support that we know of today in this space—it supports the SQL used 
in today’s enterprises. That’s very different from supporting the SQL that’s 
easiest to implement, which is the tactic of many other vendors, like those 
that support query-only engines. If Hadoop SQL compatibility were a golf 
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game, we’d say that the IBM Big SQL offering is in the cup or a tap-in birdie, 
whereas others are in the current position of trying to chip on to save a bogey.

Don’t lose sight of the motivation behind polyglot persistence: attaching 
the right approach and technology for the business problem at hand. Conver-
sations around SQL and NoSQL should focus more on how the two technolo-
gies complement one another. In the same way that a person living in Canada 
is better served by speaking English and French, a data architecture that can 
easily combine NoSQL and SQL techniques offers greater value than the two 
solutions working orthogonally. In our opinion—and there are those who will 
debate this—the rise of NoSQL has really been driven by developers and the 
requirements we outlined earlier in this chapter. New types of apps (online 
gaming, ad serving, and so on), the social-mobile-cloud phenomenon, and the 
acceptance of something we call eventual consistency (where data might not 
necessarily be the most current—no problem if you are counting “Likes” on 
Facebook but a big deal if you’re looking at your account balance) are all sig-
nificant factors.

Is Hadoop a NoSQL Database?
Having referenced Hadoop in this chapter already, it is worth taking a 
moment to tackle a question that we get quite often: “Is Hadoop a NoSQL 
store?” This question can confuse a lot of people. We already touched on how 
Hadoop and IBM’s Big SQL technologies are a great example of the ubiqui-
tous demand for SQL support across almost all emerging data-related tech-
nologies, so it’s a natural question to ask.

We classify Hadoop as an ecosystem of software packages that provides a 
computing framework. These include MapReduce, which leverages a K/V 
(key/value) processing framework (don’t confuse that with a K/V database); 
a file system (HDFS); and many other software packages that support every-
thing from importing and exporting data (Sqoop) to storing transactional data 
(HBase), orchestration (Avro and ZooKeeper), and more. When you hear that 
someone is running a Hadoop cluster, it’s likely to mean MapReduce (or some 
other framework like Spark) running on HDFS, but others will be using HBase 
(which also runs on HDFS). Vendors in this space include IBM (with BigIn-
sights for Hadoop), Cloudera, Hortonworks, MapR, and Pivotal. On the other 
hand, NoSQL refers to non-RDBMS SQL database solutions such as HBase, 
Cassandra, MongoDB, Riak, and CouchDB, among others.
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At least for now, Hadoop is mostly used for analytic workloads. Over 
time, we expect that to change; indeed, parts of its ecosystem, such as HBase, 
are being used for transactional work and have emerging database proper-
ties for transactional control. Like NoSQL databases, Hadoop is implemented 
on commodity clusters that scale out and run on Linux (although Horton-
works did port its Hortonworks Data Platform (HDP) to Windows in part-
nership with Microsoft). The disk architecture behind this ecosystem is 
almost always locally attached disks.

Different Strokes for Different Folks:  
The NoSQL Classification System
As it turns out, NoSQL is a broad topic. To make it easier to talk about NoSQL, 
we will introduce you to  the four “flavors” that the marketplace has settled 
on when it comes to classifying NoSQL databases. That being said, keep in 
mind that some of the classification lines are blurred because some flavors 
are being mixed for interoperation. For example, the NoSQL HBase database 
(shipped as part of the IBM InfoSphere BigInsights for Hadoop offering) has 
both key/value and columnar influences within its capabilities.

Give Me a Key, I’ll Give You a Value:  
The Key/Value Store
A key/value (K/V) database provides access to a value primarily through a key. 
As a simple analogy, think of the way you interact with files on your laptop as 
a key/value store (it isn’t…but as an analogy it works). Let’s assume you 
want to open a picture called AnnaErikChloePicnic.jpg located in the 
c:\temp directory. To work with this file, you would use the c:\temp key to 
locate it and then pull all of the file into your app for viewing. In a nutshell, 
that’s a K/V store. Values in a K/V store are generally said to be opaque binary 
objects because you can’t really see into them unless you pull all the values 
out, but you can pretty much store anything you want in them (we say “gen-
erally” because some K/V stores offer the ability to support partial key 
retrieval through manually defined metadata). Keeping in mind our analogy, 
for the most part, you can drop anything you want into a file system directory 
(text files, graphic files, audio) and locate the information by using the key, 
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which in this analogy’s case is the directory pathname. In the same way you 
don’t load half a photo, in a true K/V store, you don’t fetch a portion of the 
values. (If you want to do that, you should likely be using a NoSQL document 
database, which we cover in the next section.) K/V stores are less suited for 
complex data structures as well; they typically can’t be used as a substitute for 
JSON-encoded NoSQL document database stores, such as IBM Cloudant, 
which is more suited for persisting complex data structures.

K/V stores are popular for user sessions and shopping cart sessions 
because they can provide rapid scaling for simple data collections. For exam-
ple, you might use a K/V store to create a front end for a retail web site’s 
product catalog (this is information that doesn’t change very often); if incon-
sistent changes do occur, they’re not going to create major problems that 
grind service to a halt. NoSQL’s eventually consistent data model applies 
conflict resolution strategies under the covers while the distributed database 
“agrees” (eventually) to a consistent view of your data. Data that is typically 
found in K/V stores isn’t highly related, so practitioners rely on basic pro-
grammatic CRUD (create, read, update, delete) interfaces to work with them.

We estimate that K/V stores represent about 24 percent of the NoSQL 
market. Examples of K/V databases include MemcacheDB, Redis, Riak, 
Amazon DynamoDB, and the one we aren’t supposed to say out loud (Volde-
mort), among others. IBM provides HBase (packaged with the InfoSphere 
BigInsights for Hadoop offering, available on premise and off premise 
through the IBM Cloud), which includes a number of enterprise-hardening 
and accessibility features such as SQL and high-availability services. (HBase 
has columnar characteristics as well, so we return to that product in our dis-
cussion about columnar stores.) Finally, it’s fair to note that IBM’s Cloudant 
document store has been used with great success for many of the use cases 
mentioned earlier.

The Grand-Daddy of Them All:  
The Document Store
The document store is basically a K/V store, but instead of the value being a 
smattering of numbers, web session token IDs, or a string, it’s a document, such 
as a customer record or even a book. It has structure that you can see and work 
with, and it is the most intuitive way for persisting objects that we can see and 
think about in the real world. Document stores are by far the most popular 
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NoSQL technology deployed today. Our research suggests that document 
stores represent more than 63 percent of today’s NoSQL revenue landscape.

What you store in a NoSQL document database can be any kind of data at 
all, so you’ll sometimes see this genre competing with the K/V store that we 
talked about in the previous section. In fact, we’ve seen ever-increasing adop-
tion of document stores over K/V stores for apps that require a NoSQL data 
layer solution. For example, Cloudant (a JSON document data store) has rich-
text searching facilities, geospatial capabilities, geoload balancing, and a mas-
terless (not master-slave) architecture that is ideally suited for the data layer 
tasks that can hamper a K/V store. We’ve seen a number of clients implement 
Cloudant instead of Amazon Dynamo DB because of the markedly better per-
formance and flexibility of Cloudant’s data layer (flip to Chapter 10 for a 
detailed look at Cloudant). Other examples of document databases include 
Couchbase, MarkLogic, and MongoDB. As well, there are RDBMS solutions 
such as DB2 and Informix, which have introduced JSON services within their 
relational engines.

The key thing to remember about a document store is that it’s a way to 
store and retrieve documents by way of a primary key, which serves as the 
document ID. The corresponding value is the document itself. Technologies 
in this space typically enable you to index the documents, and those docu-
ments can be nested (think of a family tree as an example). And as long as the 
incoming data meets some loose definition of a document, you are able to 
store that data in a document database. You can see some overlap with the 
pure K/V use cases right away; this type of NoSQL database is great for a 
product catalog, especially a frequently changing one! NoSQL document 
data stores are characteristically flexible: They are ideal for persisting objects 
where the schema is not well defined or is likely to change in the future; now 
reflect back on the kinds of apps we noted are being built for the social-
mobile-cloud Big Data world. And moreover, you don’t need a DBA to jump 
in and go through the mundane work of redefining a database schema—the 
schema for each document is self-describing, so that one document’s schema 
can be altered without having to lock down the entire database to make the 
change. These are some of the reasons why the document store is the kingpin 
of the NoSQL world at this time. What kind of document gets stored in a 
document store? The document store genre of the NoSQL world is domi-
nated by one word: JSON.
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What Is JSON, and Why Is It the “New Cool”?
If you know what JSON is, you can skip this section. If you think that JSON 
is the name of the person in the corner office, please read on. We’re not going 
to cover all the details of JSON in this section, so if you want to learn more 
about it than what we cover here, check out www.JSON.org.

JSON stands for JavaScript Object Notation. It has become the de facto 
lightweight data interchange format and is predominantly used to exchange 
data between programs that were written in virtually any modern program-
ming language. JSON has trumped XML as the industry’s darling markup 
language because of JSON’s readability (for both humans and machines), a 
self-describing schema, hierarchical data structures (you can have values 
nested within complex objects, such as having separate mobile and office 
phone numbers in a phoneNumber object), it’s less verbose, and more. JSON’s 
syntax will be familiar to anyone who has worked with a modern program-
ming language, and it is designed to be minimalist (it’s shorter and more 
compact, which is great when you are sending data everywhere in a mobile 
world). For example, the XML representation of <name>John</name> can 
alternatively be expressed in JSON as "name":"John"; you can appreciate 
how JSON not only presents data in a more readable format, but also signifi-
cantly reduces the footprint of your documents.

We have mentioned that NoSQL databases typically have no predefined 
and rigid schemas for storing data; this leads to another benefit: modeling. It 
seems to us that using a single JSON document to define a product catalog is 
a lot easier than shredding and joining a number of tables in a third normal 
form (3NF) database schema. Because there is no predefined schema with 
JSON, it can represent an endless number of data structures. If a developer is 
able to persist multiple classes of data structures within the same database, 
then the process of designing a database to fit a client’s business model is 
simplified. For example, imagine a commercial retail store that wants to 
model its inventory; the fields and descriptors needed for products in the 
home cleaning supplies section will require very different data representa-
tions than a widescreen television from the electronics department. Using 
JSON, these two different product taxonomies can be stored side by side, 
thanks to the flexibility of JSON’s document-specific schema.

JSON is well suited to the NoSQL world because that world is not clut-
tered by the overuse of NULL values that you typically find in relational 

http://www.JSON.org


 To SQL or Not to SQL 43

database tables that store sparse data sets. (In a social-mobile-cloud world, 
there are hundreds or thousands of stored attributes, and not all of them 
have data values. Think of a detailed social profile that is barely filled out—
this is an example of a sparse data set.)

The multitude of data types that you can represent with JSON are intuitive 
and comprehensive: strings, numbers, Booleans, nulls, arrays, and objects 
(nested combinations of these data types). JSON is composed with curly 
brackets ({ }) and can contain arrays (unlike XML), which are denoted with 
square brackets ([ ]). You use double quotation marks (" ") to denote a string. 
For example, 35 is a number on which you can perform arithmetic operations, 
whereas "35" is a string—both could be used for age, but the data type that 
you choose has implications for what you can do with the data.

In almost every use case that we’ve seen, JSON processing is much faster 
than XML processing; it’s much easier to read and write too. As its name implies, 
it’s closely related to the ubiquitous JavaScript programming language— 
ubiquitous in the mobile apps space. XML, on the other hand, is fairly difficult 
for JavaScript to parse; its processing involves a lot of infrastructure overhead.

Today we are in a world that IBM calls the “API economy,” which serves 
as the backbone to the as-a-service model that dominates today’s cloud (we 
talk about this in Chapter 3). JSON is a natural fit for these services—in fact, 
if you programmatically interact with Facebook, Flickr, or Twitter services, 
then you’re familiar with how these vendors leverage JSON-based APIs for 
sending data to and receiving data from end users. By the time the RDBMS 
world got sophisticated with XML, developers had moved to JSON because 
it is so naturally integrated with almost any programming language used 
today (not just JavaScript). JSON has a much simpler markup and appear-
ance than XML, but it is by no means less sophisticated in terms of function-
ality. This app shift has led developers to request that their data be stored in 
JSON document store NoSQL databases. 

Most new development tools support JSON but not XML. In fact, between 
2009 and 2011, one in every five APIs said “good-bye” to XML, and 20 per-
cent of all new APIs supported only JSON (based on the 3,200 web APIs that 
were listed at Programmable Web in May 2011).

“Less is better: The less we need to agree upon for interoperation, the more 
easily we interoperate,” said Tim O’Reilly (the personality behind those tech 
books with animal covers). The logical representation, readability, and flexibil-
ity of JSON are compelling reasons why JSON is the de facto data interchange 
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format for the social-mobile-cloud world. These are the drivers behind JSON’s 
success—they directly map to the developer’s value system we commented on 
earlier—and are precisely the reason why NoSQL document stores such as 
IBM Cloudant are dominating the NoSQL marketplace today.

Enough Already: What Does a JSON  
Document Actually Look Like?
The following is an abbreviated example of a JSON document. It shows the 
profile of a business that is returned from a spatially aware Google-based 
API search for highly rated health and wellness vendors. This search has also 
pulled in reviews for the business from popular social sites such as Yelp and 
Facebook—all stitched together through the API economy.

{ 
"ownerName"              : "Debbie", 
      "ownerlastName"    : "Smith", 
      "age"              : 35, 
      "businessProfile"  : "Hot Yoga", 
      "businessName"     : "Power Yoga Canada", 
      "address"          : 
      { 
      "streetAddress"    : "22 Stevenson Road South", 
      "city"             : "Oshawa", 
      "province"         : "ONT", 
      "postalCode"       : "L1J5L9" 
      }, 
      "socialScores"     :  
         [ 
 
       {"yelpScore"      : "*****"},  
       {"facebookReview" : "5/5"} 
         ] 
  }

As you can see, a JSON document is pretty simple. And if you want to add 
another set of attributes to this generated document, you can do so in seconds. 
For example, you might want to add an Instructors array with corre-
sponding bios and certification information. A developer could do this with a 
few simple keystrokes, thereby avoiding the begging and bribing rituals 
around DBA-curated schema change requests of the past.
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But I Still Use XML!
We didn’t say that XML was dead; it has just assumed a different place in IT 
architectures. Standard data interchanges for finance and healthcare (among 
others) are still heavily vested in XML. You will find XML being used for 
many different things—from documentation to database manipulation and 
more. We are not dismissive of XML’s value in these use cases, but rather we 
are suggesting why JSON has risen to the top of the food chain. It is simple: 
JSON is dead easy for programmers to work with. JSON’s integration into 
modern-day programming languages means that you don’t, for example, 
have to concern yourself with document object model (DOM) or simple API 
for XML (SAX) parsers.

XML deserves a document store too! IBM first debuted a document data-
base almost a decade ago in the DB2 9 release with its pureXML technology. 
Unlike most RDBMS vendors that have the facilities to store XML docu-
ments, the “pure” part of the pureXML name was purposeful. It is a true 
XML document store with its own engine and processing framework for 
working with XML documents. This engine can stand alone as an XML data-
base or seamlessly interoperate with DB2’s relational side. pureXML is 
widely used today, supports XQuery and schema validations, and is freely 
available in all editions of DB2. You can also, of course, store XML in Hadoop 
or NoSQL databases.

As we said, you don’t hear as much about XML these days, but it’s still 
widely used. If Jonathan Goldsmith (the Dos Equis beer spokesperson, oth-
erwise known as the “World’s Most Interesting Man”) were to comment 
here, he’d say, “I don’t always use XML, but when I do, I use DB2 pureXML. 
Keep interchanging data, my friends.”

IBM has a number of solutions in the JSON persistence area (some of 
which are part of the traditional RDBMS landscape technology, such as Infor-
mix and DB2). However, the most proven, scalable, and turnkey NoSQL 
document store that IBM provides is a fully managed service called Cloud-
ant (see Chapter 10). You can leverage Cloudant services off premise through 
a hosted and fully managed database as a service model (DBaaS)—a derivi-
ate of software as a service (we cover details about as-a-service models and 
the cloud in Chapter 3). In addition, IBM recently announced a new on-
premise Cloudant offering too!
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Column Family, Columnar Store, or BigTable 
Derivatives: What Do We Call You?
Another type of NoSQL database genre is referred to as columnar. Although 
the storage mechanics indeed include column orientation, the term columnar, 
as used elsewhere, means quite a bit more. With that said, the market has 
labeled this NoSQL genre as columnar, so we’ll stick with that.

Columnar databases can be found in both RDBMS and NoSQL worlds (for 
example, we talk about the dashDB analytics service—which is a columnar 
database—throughout this book). In the NoSQL world, this database genre 
accounts for about 10 percent of the revenue share of the NoSQL database 
landscape.

You’ll find that columnar NoSQL databases are quite popular for apps 
that require high-volume, low-latency writes; indeed, there are petabyte-
scale use cases associated with these databases. They are specifically designed 
to store millions of columns with billions of rows. In fact, HBase documenta-
tion recommends RDBMS technology unless you are into the hundreds of 
millions of rows and up territory. Various use cases around the Internet of 
Things (IoT)—sensor data, user activity logs, and typical telecommunica-
tions call detail record (CDR) apps—come to mind as usage domains for this 
type of technology.

Columnar databases are noted for their column families. As the name sug-
gests, columns belong to a column family. Similar to a K/V store, data is 
retrieved though a key, which in this case is a column lookup; furthermore, 
columns that are frequently accessed together are likely to belong to the same 
column family. For example, if you want a client’s first name, you would get 
that by accessing the FirstName column. However, it’s reasonable to assume 
that you might also want to access that person’s last name and billing address 
as a way of describing the client—these fields would therefore likely belong to 
the same column family.

If you went looking for the birthplace of the NoSQL columnar movement, 
you’d find yourself knocking at Google’s doorstep, reading their research 
publication entitled BigTable: A Distributed Storage System for Structured Data 
(2006). Curiously enough, Google didn’t call BigTable a database in this 
paper; it called it “a distributed storage system for managing structured data 
that is designed to scale to a very large size: petabytes of data across thou-
sands of commodity servers.” Like other NoSQL technologies, BigTable is 
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schema-less—you can define columns within rows and on the fly. Perhaps 
puzzling to RDBMS practitioners is the fact that one row can have a different 
number of columns than another row that belongs to the same database.

HBase and Cassandra are probably the most popular names in the NoSQL 
columnar space—both descend from BigTable. There is a lot of fierce compe-
tition between them in the marketplace, with zealots on each side claiming 
victory. Both technologies have a lot in common. They both log but don’t 
support “real” transactions (more about this topic later), they both have 
high availability and disaster recovery services that are implemented 
through replication, both are Apache open source projects, and more. We 
examined the strengths and weaknesses of both technologies, but we tend to 
favor HBase (and not just because IBM ships it as part of BigInsights for 
Hadoop). HBase is a more general-purpose tool, and it’s also an established 
part of the Hadoop ecosystem. For example, when you install HBase through 
BigInsights for Hadoop, you don’t need to iteratively download, install, 
configure, and test other open source components. Instead, simply launch 
the installer, and it performs the necessary work on single-node and cluster 
environments. After installation, the tool automatically performs a “health 
check” to validate the installation and report on the results. Monitoring of 
your environment is centralized and ongoing administration is simplified 
because it’s integrated into the Hadoop management tooling that is pro-
vided by IBM. Ultimately, HBase just feels like a much richer and more inte-
grated experience, especially for users of Hadoop. Cassandra can also run 
on Hadoop, but we are told it runs best in standalone mode, where it’s really 
good at high-velocity write operations.

Don’t Underestimate the Underdog:  
The Graph Store
Graph stores have been different from the start. For example, although most 
NoSQL solutions are all about scaling out, graph databases are all about inter-
actions and relationships: who knows who, what is related to what, and so on. 
The key point is that in a graph database, the relationships among data points 
are mirrored in the modeling and structure of that data within the database 
itself. In essence, you can trace the relationships between data based on how 
it is persisted. Typically, graph stores are found servicing apps whose data is 
highly interconnected and in situations where tracing data point relationships 
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is key, such as a web site recommendation engine for purchasing that is based 
on social circles and influencers. Graph store databases are like those tiny fish 
in a big aquarium that look really cool—they aren’t plentiful, but we are going 
to keep a watchful eye because we expect great things from them.

As you can imagine, in the IoT world where we live, graph database tech-
nologies are poised to become a big deal. We think that Social Network Anal-
ysis (SNA) is a front-runner for graph database apps—it maps and measures 
relationship flows between entities that belong to groups, networks, opera-
tional maps, and so on. If you’re an online dater, there’s no question that 
you’ve been “touched” by a graph database. The social phenomenon Snap 
AYI (Are You Interested) has socially graphed hundreds of millions of pro-
files for its matchmaking recommendations engine to statistically match 
people that are more likely to be compatible. (Imagine what Yenta could have 
done with this technology—think Fiddler on the Roof…wait for it…got it? 
Good. If not, Google it.)

Although online dating might not be your cup of tea, we are almost sure that 
our readers participate in professional social forums such as LinkedIn or Glass-
door; both use graph store technologies. Glassdoor’s social graph has nearly a 
billion connections, and it openly talks about the accuracy of its recommenda-
tions engine (which is powered by graph database technology). Twitter? It 
released its own graph store, FlockDB, to the open source community.

Imagine the usefulness of graph databases for solving traffic gridlock 
problems by using location data from smart phones to orchestrate the speeds 
and paths that drivers should take to reach their destinations; as creepy as 
that sounds, it’s still a graph database use case. The classic traveling salesper-
son problem, network optimization, and so on—these kinds of problems are 
aptly suited for graph databases. For a great example of how this type of 
analysis can have a true impact on a business, consider a company like 
UPS—the “What can brown do for you?” delivery folks. If every UPS driver 
drove one extra mile a day, it would mean an average of 30,000 extra miles 
for UPS—at a cost of $10,000,000 per year! Graph database technology could 
identify the relationships among drivers, fuel, and costs sooner. Ten million 
dollars in annual savings is certainly a strong incentive for companies that 
are on the fence about what NoSQL technology can do for their business.

Finally, IBM Watson (briefly discussed in Chapter 1) uses graph stores to 
draw conclusions from the corpus of data that it uses to identify probable 
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answers with confidence. There is a lot of math going on behind the scenes in 
a graph database, but hey, that’s what computers are for.

Graph processing is heating up and is the fastest-growing database in the 
NoSQL space. Some RDBMS vendors are incorporating graph technology as 
part of their database solution. For example, both IBM DB2 and Teradata 
have at one time or another announced such capabilities to the marketplace. 
That said, we believe graph store technologies belong squarely in the NoSQL 
realm and out of the RDBMS world, for reasons that are beyond the scope of 
this book.

There are a number of graph databases available to the NoSQL market 
today. For example, Apache Giraph is an iterative graph processing system 
that is built for high scalability and that runs on Hadoop. Other examples 
include Titan and Neo4J. IBM is working closely with graph stores in Wat-
son, as mentioned previously, and in social apps that are deployed across the 
company. We wanted to formally state IBM’s direction in the graph store 
space, but as it stands today our lawyers see fit to give us that loving mother 
stare of “We know better” on this topic (at least we thought it was loving), so 
we’ll leave it at this: Expect potentially big “titan-sized” things around the 
time that this book is in your hands (or sometime thereafter).

How Graph Databases Work
Unlike other databases, which store data in columns, rows, or key/value 
pairs, graph stores identify data through nodes and edges, each of which has 
its own defining properties. 

It’s really easy to evolve a “schema” with these databases; just add a new 
edge or node (that’s the agility part of NoSQL). The performance benefit of 
graph databases stems from the fact that other databases have to perform 
numerous joins to bring together the data connection (a hint at why we think 
graph capability doesn’t belong in the RDBMS world), whereas a graph data-
base traverses from object to object. Remember, graph stores don’t just store 
data; they store the relationships between things of interest, be it people, 
products, destinations, and so on.

There are frameworks around which graph database metadata and lan-
guages are programmed; Resource Description Framework (RDF) is one of 
them. Another one is called the Web Ontology Language (OWL—a curious 
acronym considering the name); ontology is a fancy word for describing 
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conversations that precisely describe things and their relationships. OWL is 
actually built on top of RDF and was designed to process information on the 
web. Its inspiration was the W3C work on the semantic web. (The inclusion 
of semantic data in web pages so that they could become a “web” of data, be 
linked together, and thus be searchable by those paths was the graph data-
base “aha!” moment.) The ability of computers to use such metadata to 
understand information about web resources is the idea behind the semantic 
web, and RDF emerged as a W3C standard for describing web resources.

Graph databases describe an entity (called a node in the graph world) with 
properties, along with that entity’s connections (referred to as edges), through 
an ontology of linked fields. These types of data entities, expressed in the 
form of subject-predicate-object, are called triples, and they are stored in spe-
cialized triple-store databases: graph stores.

Consider the relationship statement “IBM is a company.” In a triple, “IBM” 
is the subject, “is a” represents the predicate, and “company” represents the 
object. When you combine this triple with other triples that deal with the 
same subject, you have a graph in which the edges define the relationships 
among the items that you are describing.

Within IBM, graph databases are used to better connect groups. Consider 
the classic organization chart; you’ve seen them a hundred times. If you’ve 
ever heard the phrase “Love (or something like that) flows down from the 
top,” this is where it comes from. Ironically, this is not how organizations 
tend to operate in interconnected environments. They don’t take direction 
according to a rigid structure; this is often referred to as matrix management. 
For example, in many countries, company employees must report to some-
one in their local country, and as a result, you’ll often find a reporting struc-
ture in which an employee reports to an executive, even if they don’t work 
for that executive or in the executive’s organization. In reality, people are 
linked to many other persons in multiple ways. Matrix management makes 
things more interconnected and more complex. For this reason, we decided 
to use it as our sample problem domain for illustrating how graph databases 
work.

IBM is a company of more than 400,000 people, and as you can imagine, 
when it comes to enablement activities across the enterprise, getting the 
Information Management brand’s story to the rest of the company involves 
social complexities. A graph database can be exceptionally helpful in this 
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area. SmallBlue is an internal IBM app that enables you to find colleagues—
both from your existing network of contacts and also from the wider organi-
zation—who are likely to be knowledgeable in subject areas that interest you. 
This app can suggest professional network paths to help you reach out to 
colleagues more accurately (from an interest perspective) and more quickly. 
Figure 2-1 uses our group’s real app to show you how a graph store works.

A graph always has an ordered pair (just like the K/V stores we talked 
about earlier): a vertex (node) and edge. A graph is defined by its vertices 
and edges. Nodes can be about anything that interests you, and that’s why 
we often refer to them as entities. As you can see in Figure 2-1, a graph can 
have many nodes and edges that are connected in multiple ways. This figure 
shows a general graph from which you can learn a lot of things. For example, 
who might be the best gatekeeper for a certain class of information in the 
network? In other words, who is the key group connector? That individual 
should be the one with the shortest path to the highest degree (number of 
linkages) to other persons.

Figure 2-1 Using a graph database to discover and understand relationships in a large 
organization
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A basic graph has details about every node and vertex (vertices are bidirec-
tional). For example, the fact that Dirk knows Paul doesn’t necessarily mean 
that Paul knows Dirk until a vertex showing that Paul knows Dirk is added. In 
a graph store, it’s important to understand that these connections are weighted; 
not all connections are equal. Weightings can help you to understand the rela-
tionships and how they affect a network. Weightings can also use color or line 
thickness to articulate attributes. For example, in Figure 2-1, Dirk has a larger 
circle connecting him to Paul than Chris does. Although they both work for 
Paul, Dirk and Paul have worked together for many years, published books 
together, and previously worked side-by-side in development—all this 
strengthens their relationship. Marc Andrews is a vice president in a different 
segment and therefore has a different relationship with Paul; although that 
relationship doesn’t have similar attributes to what Dirk and Paul have, Marc 
and Paul work closely together and have equal hierarchal standing at IBM. 
Rick Buglio is in a different relationship altogether; he doesn’t report to Paul, 
neither is he part of the department, but something connects them (for exam-
ple, this book), and so on.

We created this visualization by searching our graph store for Big Data 
attributes; we were specifically looking for the strongest spoke of the book’s 
authors into a new group, or an individual with the greatest number of 
spokes, into Big Data domains that we aren’t already a part of—all in an effort 
to spread our gospel of Big Data. Any time you try to figure out multiple entry 
points into a community—be it for internal enablement, charity fundraising, 
or to get a date from a pool of people—it’s a graph problem. This domain of 
analysis involves concepts such as closeness centrality, “betweeness” central-
ity, and degree centrality. As it turns out, Lori Zavattoni works in IBM’s Wat-
son division; we identified her by using a social graph within IBM to find an 
enablement leader who seems to be a major influencer and shares spokes with 
other groups. We kept this graph simple, so keep in mind that a “true” graph 
can contain thousands (and more likely millions) of connections. We also left 
the connection graph at a coarse degree of separation (2, as shown on the right 
side of this figure); you can throttle this (and other) attributes up or down. We 
reached out to Lori to see what we can do around Big Data and Watson and 
the result was a section on the topic in Chapter 1.

There are graph subtypes such as a tree and a linked list. A tree graph 
enables any node to talk to any other node, but it cannot loop back (cycle) to 
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the starting node except by retracing its exact steps through the path it took 
to get there (this kind of breadcrumb trail is popular for web page navigation 
analysis). If a connection were made between Paul and Lori, the only way to 
Lori’s connections is through Paul; therefore, Dirk must go through Paul to 
get to Lori. Of course, Dirk could just send Lori a quick email—but if this 
were a voter identification list, a political party would use Paul to get to Lori 
and gain access to her connections only through that first link with Paul. In 
fact, this exact technique was used by the reelection team for Barack Obama’s 
second presidential campaign.

The best way to describe a linked list (which is more restrictive than a tree 
graph) is to think of a graph that resembles a connect-the-dots picture. Each 
node sequentially connects to another node, though in this case you might 
not end up with a pretty picture. Examining a company’s supply chain or 
procurement channel might produce a linked list graph. For example, the 
only way to get a doctor’s appointment with a specialist in Canada is to get 
a referral by your general practitioner; so if you’ve got a skin issue, your fam-
ily doctor is part of the linked list to the dermatologist—there is only one 
kind of graph in a linked list.

As you’ve seen, graph databases are great for highly connected data 
because they are powerful, come with a flexible data model, and provide a 
mechanism to query connected data in a highly performing manner. They 
are, however, not perfect. Aside from the fact that they are still maturing, the 
schema that is produced by a graph database can get complex in a hurry, and 
transactions aren’t always ACID-compliant (more on this in a bit). What’s 
more, because they can grow rapidly, one of the traditional challenges with 
graphs has been (and still is) the processing time that is required to work 
through all of the data permutations that even relatively small graphs can 
produce (we think that this is a short-term challenge). That said, we feel that 
the greatest short-term weakness of graph databases is that they require a 
new way of thinking—a paradigm where everything that you look at is a 
graph. The open source movement is taking the lead and you can see quar-
terly gains in graph database adoption as a reflection of those efforts. We 
think that this is a great example of why polyglot persistence is key to your 
strategy—an architecture that leverages multiple capabilities (in a variety of 
different forms) can provide the most value as businesses make the jump to 
NoSQL.
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From ACID to CAP
To better understand some of the characteristics of NoSQL databases, it’s 
best to start with traditional RDBMS technology. Atomicity, consistency, isola-
tion, and durability (commonly referred to as the ACID properties of a rela-
tional database) are cornerstones of the traditional SQL world. These proper-
ties help to guarantee that database transactions are processed reliably. There 
are entire books with chapters dedicated to each ACID property, but we limit 
this discussion to those details that help to clarify NoSQL characteristics. It’s 
important to understand trade-offs between how relational databases work 
and how NoSQL databases work; these aren’t “one is better than the other” 
kinds of discussions—it’s more like a “one is better suited to solving a par-
ticular problem” discussion.

Atomicity means that a transaction should be committed or undone as a 
whole. In the event of a failure, all operations that were “in flight” should be 
undone, and any changes should be rolled back to the previous state. Have 
you ever wanted to buy something online and clicked Buy, only to find your 
Internet connection dropped and the purchase didn’t go through? Atomicity 
means that this transaction never happened and that your credit card won’t 
be charged for a purchase that didn’t happen because the transaction could 
not be completed successfully without interruption.

Consistency means that a transaction that is applied to a system in a consis-
tent state should leave the system in a consistent state, and data that is modi-
fied by the transaction should be validated according to any business rules 
that are defined in the database (we alluded to this in Table 2-1). Imagine that 
two business partners, Adam and Bob, share the same checking account. Con-
sistency means that at any time and from any location or device that is con-
nected to the bank’s network, Adam and Bob should be able to see how much 
money is in their account, and both should see the same balance in that 
account. Triggers offer another example of consistency. Suppose that a defined 
database trigger fires whenever a client delete operation occurs. For this trans-
action to complete successfully, the client record must be inserted into a call-
back table. The delete isn’t considered successful if the trigger didn’t fire.

Isolation means that when concurrent transactions run on a database, they 
operate independently of one another and can’t interfere with each other. If 
both transactions want to access the same data value, what happens next 
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depends on the concurrency model that is in effect; one transaction waits 
until the other one completes, or it simply reads an older copy of the data, 
among other options (each option has potential consequences, such as a 
phantom read or nonrepeatable read, among others). Isolation is used to 
deliver performance and consistency in an RDBMS system.

The fourth ACID property of a relational database is durability, which 
means that completed transactions should remain permanent and be pro-
tected from system failures. All major RDBMS vendors offer some sort of 
mechanism that logs transactions on disk (ironically, all vendors in this space 
pretty much follow the IBM-invented ARIES logging protocol). For example, 
if you receive verification that you have successfully paid a bill, that bill is 
paid, and if the database has to re-create the transaction after a failure, it has 
all the information on disk to successfully replay the transaction.

In summary, ACID databases mostly prize consistency of the data over the 
availability of the data. (There are some exceptions that require more expla-
nation. For example, both Oracle and DB2 support a “readers don’t block 
writers and writers don’t block readers” operational model. But this is out-
side the scope of this book.)

CAP Theorem and a Meatloaf Song:  
“Two Out of Three Ain’t Bad”
The acronym CAP stands for consistency, availability, and partition tolerance. 
Consistency here is similar to the ACID property. Some might think of it as 
single-copy consistency because they define it at the single partition level in 
a database cluster. We believe it to mean that all nodes in the same system see 
the same data at the same time. Think back to Adam and Bill having the same 
view of their checking account.

Availability is a guarantee that every request to the database receives a 
response, either success or failure. That’s a very different view of availability 
than what many think of in the RDBMS world. For example, if you can ping 
your RDBMS server, does that mean it’s available? Ping always returns a 
response—the packet was either successfully delivered or not. For others, 
availability means that a transaction can be processed.

Partition tolerance means that a clustered system continues to operate even 
in the presence of lost messages or failures that occur in parts of the system; in 
other words, node failures shouldn’t cause the whole database to collapse. 
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Being partition tolerant also means being able to scale into distributed sys-
tems; you can see how RDBMSs traditionally place less emphasis on partition 
tolerance, given how difficult many of these systems are to scale horizontally. 
Partition tolerance helps with the elastic scalability of NoSQL databases (those 
that scale out). Although the SQL world is weaker in the partition tolerance 
transactional area (with the exception of DB2 pureScale and DB2 for System z 
technologies that are based on IBM’s Coupling Facility, which was designed 
for this purpose), the NoSQL world prioritizes partition tolerance.

The CAP theorem (first proposed by Eric Brewer in his “Principles of Dis-
tributed Computing” keynote address and later refined by many) states that 
you can guarantee only two out of the three CAP properties simultaneously—
and that’s not bad according to the hit song writer, Meatloaf. In other words, 
if your database has partitions (particularly if it’s distributed), do you priori-
tize consistency or the availability of your data? (We should note that trade-
offs between consistency and availability exist on a continuum and are not an 
“all-or-nothing” proposition.)

Clearly, reduced consistency and weakened transactional “ACIDity” 
don’t sound like a good idea for some banking use cases that we can think 
of—and yet there are many apps where high availability trumps consistency 
if your goal is to be more scalable and robust. As you might expect, in a 
social-mobile-cloud world, systems of engagement and systems of people 
apps could very well make this kind of trade-off. For example, if you’re 
checking how many Repins you have on Pinterest, does it matter if that num-
ber is accurate at a specific point in time? Or can you settle for being eventu-
ally consistent, if it means that your users get values (whether or not they are 
the most up to date) on demand?

NoSQL practitioners are, more often than not, willing to trade consistency 
for availability on a tunable spectrum. In fact, one NoSQL database with a 
“mongo” footprint is well known for data writes that can just disappear into 
thin air. Ultimately, the NoSQL solution that you select should be based on 
business requirements and the type of apps that you’re going to support. 

There is a subset of the CAP theorem that refers to a persistence layer 
being basic availability, soft state, and eventual consistency—BASE. We’re 
not going to get into these finer-level details in this chapter because our goal 
was to give you a basic overview, which we feel we’ve done. 
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Let Me Get This Straight: There Is SQL, 
NoSQL, and Now NewSQL?
So far, we’ve mainly discussed NoSQL databases—the focus of this chapter. 
But NewSQL is certainly an emerging topic—the next hot topic if you will. 
Because we only wanted to focus on NoSQL in this chapter, we include only 
a short primer on NewSQL technology, but keep your eyes on this space. 
NewSQL is the NoSQL of the SQL age (insert cheeky emoticon here).

We know where the name NewSQL comes from: a research paper penned by 
451 Group’s Matt Aslett. He refers to a new class of operational databases that 
can’t use NoSQL solutions because the apps that they support have stringent 
transactional and consistency requirements. Indeed, the flexibility and scalability 
of NoSQL databases comes with a trade-off between consistency and availability. 
In some spaces, this just isn’t acceptable. In his paper, Matt Aslett states that 
NewSQL databases differ greatly with respect to their internals (architecture, 
implementation), but they share two distinguishing features: They all support the 
relational data model and use SQL as their primary interface.

NewSQL’s intent is to deliver on all three aspects of the CAP theorem; as 
you can imagine, because there are a number of people who think a database 
can deliver only one or two—but not all three—of the CAP theorem proper-
ties, this area is the subject of hot debate. Some NewSQL databases use HDFS 
as the underlying file system, others support a proprietary file system, and 
others let you choose. Much like NoSQL servers, you’re likely to find 
NewSQL implemented on Linux in a scale-out cluster with locally attached 
disks; you will also find network-attached storage. Off-premise cloud deploy-
ment is common for this technology because the design favors high-speed 
interconnections within and between clusters. The calling card of NewSQL is 
the marriage between agility and scalability while still emphasizing the 
importance of ACID-compliant transactions.

Although the name implies that these databases use a new kind of SQL, 
NewSQL databases use the SQL that we have known and loved for half a 
century. The focus for this class of database system is the automatic reshard-
ing and balancing of data across geographically dispersed machines. You can 
see the allure of NewSQL. One of the drivers for NoSQL databases is seam-
less scalability, which can be hampered in the SQL world by the inherent 
write latency that is a side effect of high-consistency data requirements. 
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Wrapping It Up
In this chapter, we covered SQL, NoSQL, and even touched on NewSQL 
database technologies as options for today’s data centers. We also discussed 
the concept of polyglot persistence. Supporting a polyglot Big Data and Ana-
lytics platform means selecting a variety of data-layer technologies that 
address the widest array of use cases that your apps might encounter. We 
also talked about how in the API economy, these layers will be fully 
abstracted—we talk more about this in the next chapter. Elsewhere in this 
book, you’ll read about NoSQL technologies such as the Cloudant document 
store, HBase, the Hadoop ecosystem, in-memory columnar database technol-
ogy, and traditional RDBMS technologies across all form factors: from off-
premise hosted or fully managed services, to “roll-your-own” on-premise 
solutions, and appliances. Together, these polyglot tools represent the next 
generation of data-layer architectures and solutions for tomorrow’s Big Data 
and Analytics challenges.
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3
Composing Cloud 

Applications: Why We  
Love the Bluemix and  

the IBM Cloud

A journey toward the adoption of the “cloud” to meet business targets is 
in many ways a transition from traditional systems of record to systems of 
engagement and systems of people. Consider the emergence of social 
media—it’s hard to pinpoint exactly when selfies and tweets became part of 
our vocabulary. Just like the Web evolved from being a rigid set of pages to 
a space that’s much more organic, interactive, and integrated, we are bear-
ing witness to a transformation in computing from hardened silos to flexi-
ble “as a service” models. Why? Three words: social-mobile-cloud.

Social-mobile-cloud has dramatically accelerated social change in totally 
unanticipated ways; in fact, it has completely changed and altered the flow of 
information on the entire planet. Information used to flow from a few central-
ized sources out to the masses. Major media outlets like The BBC, CNN, NY 
Times, and Der Spiegel were dominant voices in society, and were able to con-
trol conversations about current events. Social-mobile-cloud has obliterated the 
dominance of mass media voices and changed the flow of information to a 
many-to-many model. In short, the spread of mobile technology and social net-
works, as well as unprecedented access to data is changing how individuals, 
groups, and organizations engage. We call this mode of engagement The Why. 
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Of course, all this new data has become the new basis for competitive advan-
tage. We call this data The What. All that’s left is The How. And this is where the 
cloud comes in. This is where you deploy infrastructure, software, and even 
services that deliver analytics and insights in an agile way. In fact, if you’re a 
startup today, would you go to a venture investment firm with a business plan 
that includes the purchase of a bunch of hardware and an army of DBAs to get 
started? Who really does that anymore? You’d get shown the door, if you even 
make it that far. Instead, what you do is go to a cloud company like SoftLayer 
(the IBM Cloud), swipe your credit card to get the capacity or services, and get 
to work. It allows you to get started fast and cheap (as far as your credit card is 
concerned). You don’t spend time budgeting, forecasting, planning, or going 
through approval processes: You focus on your business.

The transformational effects of The How (cloud), The Why (engagement), 
and The What (data) can be seen across all business verticals and their associ-
ated IT landscapes. Consider your run-of-the-mill application (app) devel-
oper and what life was like before the cloud era and “as a service” models 
became a reality. Developers spent as much time navigating roadblocks as 
they did writing code. The list of IT barriers was endless: contending with 
delays for weeks or months caused by ever-changing back-end persistence 
(database) requirements, siloed processes, proprietary platform architec-
tures, resource requisitions, database schema change synchronization cycles, 
cost models that were heavily influenced by the number of staff that had to 
be kept in-house to manage the solution, processes longer than this sentence, 
and more. Looking back, it is a wonder that any code got written at all!

Development is a great example. Today we see a shift toward agile pro-
cesses. We call this continual engineering. In this development operations 
(DevOps) model, development cycles get measured in days; environment 
stand up times are on the order of minutes (at most hours); the data persis-
tence layer is likely to be a hosted (at least partially) and even a fully man-
aged service; the platform architecture is loosely coupled and based on an 
API economy and open standards; and the cost model is variable and 
expensed, as opposed to fixed and capital cost depreciated over time.

As is true with so many aspects of IT and the world of Big Data, we antic-
ipate this wave of change has yet to reach its apex. Indeed, there was too 
much hype around cloud technologies, and practitioners had to get beyond 
that just like Big Data practitioners are now facing the hype barrier. But today 
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there is no question about it, the cloud is delivering real value and agility. It 
has incredible momentum, it is here to stay, and the conversation is now well 
beyond the hype. The cloud was once used for one-off projects or test work-
loads, but now it’s a development hub, a place for transactions and analytics, 
a services procurement platform where things get done. In fact, it’s whatever 
you decide to make it. That’s the beauty of the cloud: All you need is an idea.

At Your Service: Explaining  
Cloud Provisioning Models
We broadly categorize the cloud’s provisioning models and concepts into the 
three domains that are shown in Figure 3-1, which serve as the focus for 
much of this chapter: infrastructure as a service (IaaS), platform as a service 
(PaaS), and software as a service (SaaS).

The provisioning models in this figure all stand in contrast to traditional 
IT, where you’d have to manage the entire technology stack. We call the tra-
ditional approach an on-premise solution (in your place of work), while the 
“as a service” models are off-premise solutions (they reside “in the cloud”).

Figure 3-1 A high-level comparison of vendor and customer responsibilities at each 
as-a-service level
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To help you better understand the practical differences between an on-
premise solution and the “as a service” models listed in Figure 3-1, we’ve 
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come up with the following analogy (we’d like to thank IBMer Albert Barron 
for this story’s inspiration).

Imagine you have a son who’s just started his sophomore year at university, 
and is living in your home. He just mentioned how he found a tequila lime 
chicken recipe he got from the Chef Watson’s bon appetit site (http://
bonappetit.com/tag/chef-watson) and wants to use it to impress a date. You 
laugh and remind him that you taught him how to boil an egg over the sum-
mer. After some thought, your son concludes that making a gourmet dish is 
too much work (cooking, cleaning, preparation, and so on) and his core com-
petencies are nowhere to be found in the kitchen; therefore, he decides to 
instead take his date to a restaurant. This is similar to the SaaS model, because 
the restaurant manages everything to do with the meal: the building and 
kitchen appliances, the electricity, the cooking skills, and the food itself. Your 
son only had to make sure he cleaned himself up.

A year passes and your son is now in his junior year, but is still living in 
your home (we can hear the painful groan of some of our readers who know 
this situation too well). He’s got another date and wants to arrange for a 
more intimate setting: your house. He buys all the ingredients and digs out 
the recipe, but pleads for help with making the meal. Being a loving parent, 
you also want your son to impress his date (this may speed up his moving 
out), and you prepare the meal for him. This is similar to the PaaS model, 
because you (the vendor) managed the cooking “platform”: You provided 
the house and kitchen appliances, the electricity, and the cooking skills. You 
even bought candles! However, your son brought the food and the recipe.

In his senior year, you’re pleased that your son has moved into his own 
apartment and has been taking on more responsibility. Just before he moved, 
he tells you he’s found “the one” and wants to really impress this person 
with his favorite tequila lime chicken recipe. But this time he wants to class it 
up, so he’s hosting it and he’s making it. He’s had to go and find a place to 
live (floor space), and his rent includes appliances (a stove and fridge) and 
utilities. He takes a trip to IKEA and gets some tasteful place settings and a 
kitchen table and chairs (your 20-year-old couch wouldn’t be suitable for 
such an important guest to sit and eat). Once he’s settled into his apartment, 
he goes to the grocery store to get the ingredients, and then comes home and 
cooks the meal—he essentially owns the process from start to finish. Your 
son owns everything in the food preparation process except for the core 
infrastructure, which he’s renting: This is IaaS. As an aside, since he has sole 

http://bonappetit.com/tag/chef-watson
http://bonappetit.com/tag/chef-watson
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access to all of the resources in his apartment, this IaaS model would be 
called bare-metal infrastructure in cloud-speak. 

In this IaaS scenario, imagine if your son shared an apartment with room-
mates. Everything from the contents in the fridge, to the stove, to place set-
tings, to the tables and chairs are potentially shared; we call this a multitenant 
infrastructure in cloud-speak. Those roommates? They can literally be what 
we call “noisy neighbors” in the cloud space. In so many ways, they can get in 
the way of an expected planned experience. For example, perhaps they are 
cooking their own food when he needs access to the stove, they planned their 
own important date on the very same evening, they might have used the 
dishes and left them dirty in the sink, or worse yet…drank all the tequila! In a 
multitenanted cloud environment, you share resources; what’s different in 
our analogy is the fact that you don’t know who you’re sharing the resources 
with. But the key concept here is that when you share resources, things may 
not operate in a manner in which you expected or planned.

A few years later, your son has a stable job (finally!) and has just bought 
his own house. He’s newly married, and for old-time’s sake, wants to make 
his spouse the tequila lime chicken recipe that started their romance. This 
time, he truly owns the entire process. He owns the infrastructure, he’s cook-
ing the meal, and he bought the ingredients. In every sense, this is similar to 
an on-premise deployment. 

Notice what’s common: In every one of these scenarios, at the end of the 
evening, your son eats tequila lime chicken. In the on-premise variation of 
the story, he does all of the work—in some scenarios he has to share the 
resource and in others he doesn’t. There are scenarios in which he has other 
people take varying amounts of responsibility for the meal. Today, even 
though your son is now independent and has the luxury of his own infra-
structure, he still enjoys occasionally eating at restaurants; it’s definitely eas-
ier for him to go out for something like sushi or perhaps he is just too tired to 
cook after a long week. This is the beauty of the “as a service” models—you 
can consume services whenever the need arises to offload the management 
of infrastructure, the platform, or the software itself; in cloud-speak you’ll 
hear this referred to as bursting.

As your understanding of these service models deepens, you will come to 
realize that the distinctions among them can begin to blur. Ad hoc develop-
ment strategies of the past have given way to predefined development 
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“stacks,” and going forward, we will see these stacks refined into develop-
ment “patterns” that are available as a service. Today, the expert integrated 
IBM PureSystems family (PureFlex, PureApplication, and PureData systems) 
combines the flexibility of a general-purpose system, the elasticity of an on-
premise cloud, and the simplicity of an appliance. These systems are inte-
grated by design and are finely tuned by decades of experience to deliver a 
simplified IT experience. You can think of these as foolproof recipes. For 
example, a data warehouse with a BLU Acceleration pattern (we talk about 
this technology in Chapter 8) is available for a PureFlex system, which equates 
to tracing paper for a beautiful picture (in this case, a high-performance turn-
key analytics service). Patterned solutions are not exclusive to on premise: 
Pattern design thinking is driving service provisioning for cloud-based envi-
ronments. For example, IBM makes the BLU Acceleration technology avail-
able in PaaS and SaaS environments through a hosted or managed analytics 
warehousing service called dashDB.

From small businesses to enterprises, organizations that want to lead their 
segments will quickly need to embrace the transition from low-agility soft-
ware development strategies to integrated, end-to-end DevOps. The shift 
toward cloud models ushers in a new paradigm of “consumable IT”; the 
question is, what is your organization going to do? Are you going to have a 
conversation about how to take part in this revolutionary reinvention of IT? 
Or will you risk the chance that competitors taking the leap first will find 
greater market share as they embrace the cloud?

Setting a Foundation for the Cloud: 
Infrastructure as a Service
The key business initiative driving IaaS adoption is the need to flatten IT 
expenditures by leveraging cloud-based data centers in place or in support of 
on-premise IT investments. Those who relish the terminology of finance might 
express this strategy as a transfer of capital expenditure (CAPEX) to opera-
tional expenditure (OPEX). From an accounting perspective, CAPEX cannot be 
fully written off in the period during which the expense was incurred. It has to 
be amortized. OPEX costs, on the other hand, are deductible in the accounting 
period during which they were incurred. This is an attractive proposition, and 
there is certainly a financial edge to be gained by moving to the cloud. But this 
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isn’t the true reason for the cloud’s momentum. Moving to the cloud gives you 
increased agility and the opportunity for capacity planning that’s similar to the 
concept of using electricity: It’s “metered” usage that you pay for as you use it. 
In other words, IaaS enables you to consider compute resources as if they are a 
utility like electricity. Similar to utilities, it’s likely the case that your cloud ser-
vice has tiered pricing. For example, is the provisioned compute capacity 
multi-tenant or bare metal? Are you paying for fast CPUs or extra memory? 
Never lose sight of what we think is the number-one reason for the cloud and 
IaaS: it’s all about how fast can you provision the computing capacity.

When organizations can quickly provision an infrastructure layer (for 
example, the server component for IaaS shown in Figure 3-1), the required 
time to market is dramatically reduced. Think of it this way: If you could snap 
your fingers and have immediate access to a four-core, 32GB server that you 
could use for five hours, at less than the price of a combo meal at your favorite 
fast-food restaurant, how cool would that be? Even cooler, imagine you could 
then snap your fingers and have the server costs go away—like eating the 
combo meal and not having to deal with the indigestion or calories after you 
savor the flavor. Think about how agile and productive you would be. (We do 
want to note that if you are running a cloud service 24x7, 365 days a year, it 
may not yield the cost savings you think; but agility will always reign supreme 
compared to an on-premise solution.)

A more efficient development and delivery cycle leads to less friction and 
lowers the bar for entry when it comes to innovation and insights: Imagine 
the opportunities and innovations that your organization can realize when 
the traditional pain points and risk associated with costly on-premise IT infra-
structures are reduced by a cloud-based, scalable, “as a service” solution.

We often talk about three significant use-case patterns emerging for adopt-
ers of IaaS data layers, and we think they should be part of your Big Data 
conversations too. The first involves a discussion on ways for organizations 
to reduce their large and ongoing IT expenses through the optimization of 
their existing data centers. When such companies move their infrastructure 
to a managed cloud, they begin to enjoy consolidation of services, virtualized 
deployments that are tailored to their storage and networking requirements, 
and automatic monitoring and migration.

The second pattern involves the ability to accelerate the time to market for 
new applications and services. Clients can leverage new environments and 
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topologies that are provisioned on the cloud with ease, often by simply select-
ing the sizing that is appropriate for their workloads and clicking “Go” to kick 
off the compute resource spin-up process. It might not be real magic, but a 
couple of swipes and gestures can be just as impressive.

The third pattern involves an environment that is running a client’s apps 
and services on top of an IaaS layer. These clients can gain immediate access 
to higher-level enterprise-grade services, including software for composing 
(developing) apps in the cloud or consuming cloud apps such as IBM’s 
dashDB analytics warehouse or IBM’s DataWorks refinery services, and so 
on. These are the PaaS and SaaS flavors of the cloud. Each service builds on 
the other and delivers more value in the stack. It’s kind of like a set of Rus-
sian dolls—each level of beauty gets transferred to the next and the attention 
to detail (the capabilities and services provided from a cloud perspective) 
increases. In other words, the value of IaaS gives way to even more value, 
flexibility, and automation in PaaS, which gives way to even more of these 
attributes in SaaS (depending on what it is you are trying to do).

What are some of the available services for organizations that leverage an 
IaaS methodology? Figure 3-2 shows IaaS at its most fundamental level. A 
vendor delivers complete management of the hardware resources that you 
request for provisioning over the cloud: virtual machine (VM) provisioning, 
construction and management of VM images, usage metering, management 
of multitenant user authentication and roles, deployment of patterned solu-
tions, and management of cloud resources.

Earlier in this chapter we referred to cloud services as hosted or managed. 
With managed IaaS providers, you gain access to additional resources such as 
patching and maintenance, planning for capacity and load, managed 
responses to data-layer events (including bursts in activity, backup, and 
disaster recovery), and endpoint compliance assurances for security—all of 
which are handled for you! In a hosted environment, these responsibilities fall 
on you. It’s the difference between sleeping over at mom’s house (where you 

Figure 3-2 Infrastructure as a service (IaaS) provides the foundational level for any 
service or application that you want to deploy on the cloud.
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are expected to still do a lot of work—you are hosted) or sleeping at a resort 
(managed—it’s all done for you in a luxurious manner).

Finally, IaaS providers like IBM are increasingly supplying integration 
support with on-premise infrastructure to offer hybrid cloud deployments, 
advanced security (threat and vulnerability assessments), tailored provision-
ing (for storage and networking requirements), and full orchestration to 
ensure that services on the cloud work in concert.

IaaS for Tomorrow…Available Today:  
IBM SoftLayer Powers the IBM Cloud
Regardless of what analysts say, the cloud is not a commodity. And no matter 
what provisioning model you use, the physical hardware—along with hun-
dreds of miles of networking cable, among other things—lives in some brick-
and-mortar facility. One thing we want you to know when it comes to cloud 
discussions is that no two clouds are built the same way. We believe the IBM 
Cloud (powered by SoftLayer) offers its clientele the highest-performing 
cloud infrastructure available. It’s a cloud platform that started as a cloud 
platform and was built from the ground up to be a managed cloud service. 
Because it’s a managed service, you have the assurance that IBM SoftLayer 
manages and maintains this infrastructure layer for you.

As we mentioned earlier, the IBM Cloud (across the spectrum of IaaS, PaaS, 
and SaaS provisioning options) is powered by SoftLayer. It can provision pri-
vate, public, or hybrid cloud services. To date, IBM has invested more than $1 
billion (US) to extend SoftLayer’s data centers across the globe. By the time 
this book goes to print, there will be about 40 geographically dispersed server 
farms worldwide. Each data center is built, outfitted, and operated with the 
same consistent level of service, giving you consistent capabilities and avail-
ability anywhere in SoftLayer’s footprint. From what we can tell, it has more 
global data centers than any other vendor in its peer group; in fact, in many 
parts of the world, where regulations for some entities mandate that data stay 
within its country of origin, SoftLayer is the only “big name” choice.

One of the things that sets SoftLayer’s data centers apart is the consis-
tently high performance clients experience when provisioning services at 
any of its locations worldwide. SoftLayer’s data centers operate with first-
class computing, storage, and networking gear. All of these pieces come 
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together to enable the industry’s most advanced “network within a net-
work.” SoftLayer’s fast, resilient private network backbone forms the core of 
its triple-network architecture. Specifically, its data centers are connected by 
three distinct (yet deeply integrated) public, private, and internal manage-
ment networks to deliver lower total networking costs, better access, and 
higher data transfer rates. In our experience, we’ve seen the IBM Cloud push 
2TB of data per second between locations around the world (they weren’t 
close to each other) into a private network with less than 40ms of latency. 
Unlike other competitors who made their name selling books online, Soft-
Layer won’t lock you into one vendor’s technology. For example, the other 
cloud vendor we just hinted at mandates that the data has to be loaded from 
their provisioned storage in order to get it into their analytic service. Perhaps 
you want to load it directly from your own on-premise data repository. Why 
should you be forced to stage your data on a cloud storage tier (for a fee, of 
course), only to move it again?

SoftLayer is an all-in-one, automated platform—all the services that you 
require are delivered within a single management system that’s entirely con-
sumable through web services. All the SoftLayer data centers and networks 
share a single management touch point; one tool ties it all together and gives 
you control over everything—each bare-metal server, virtual server, storage 
device, you name it—from a single pane of glass. 

Disaster and downtime are words that no one wants to hear in any IT setting. 
Indeed, talk of availability and disaster recovery can stir up feelings of anxi-
ety for companies that are not prepared for the volatile web. SoftLayer’s 
strategy for building a global infrastructure footprint that’s managed as a 
service doesn’t just prepare for outages and disasters to happen—it expects 
them! As a SoftLayer customer, your data and infrastructure are more robust 
because of this posture.

SoftLayer can provision services in a dedicated or shared multitenant 
environment (more on that in a bit). We think that SoftLayer’s provisioning 
versatility is unique in the industry when you consider that analyst firm 
Gartner commented that “by 2017… half of all large enterprises would have 
a hybrid cloud deployment.” Think about it. Long before IBM bought Soft-
Layer as the backbone for its cloud service, it had decades of experience in 
on-premise deployments. Next, IBM deployed a number of expert-designed 
systems that provide on-premise clouds. Today, IBM is leading the industry 
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when it comes to off-premise deployments on SoftLayer technology. What’s 
more, IBM has embraced the hybrid cloud; for example, you can seamlessly 
burst work into the IBM Cloud and back to the ground again if required. The 
tally of vendors who can do this as seamlessly and efficiently as IBM is small, 
and we think this places IBM at the top of the short list for hybrid cloud 
architectures. It’s important that the conversations you have about Big Data 
not be limited to the cloud, but rather include a discussion of a hybrid ecosys-
tem. (In case it’s a point of confusion, a hybrid cloud means a mixture of off-
premise and on-premise investments, as we refer in our examples. A hybrid 
cloud’s definition also includes a mix of clouds; for example, private and 
public. If a private cloud is set up for your company by your company, then 
we classify it as on premise, because the servers are owned by your company 
and reside on company property. Their capacity is provisioned across the 
company as a cloud model, and thus it’s a private cloud, but it is still an on-
premise investment.)

We see a lot of marketing around hybrid cloud from various vendors, but 
more often than not, the words ring hollow. These vendors require customers 
to completely change the way their apps work and need to be deployed in 
order to “fit” into their cloud model. True hybrid architectures, such as what 
the IBM SoftLayer infrastructure provides, are able to adapt and integrate 
with the existing on-premise infrastructure. If your IaaS solution requires 
that you change your apps to fit rigidly constrained models, or force fits you 
into a cost-metered staging area, we suggest reassessing the merits of that 
provider. Having a flexible cloud infrastructure that adapts to your business 
requirements (and not the other way around) is going to matter as you grow 
your Big Data platform.

Noisy Neighbors Can Be Bad Neighbors:  
The Multitenant Cloud
Before we cover the other “as a service” models, it’s worth taking a moment 
to examine a fundamental aspect of SoftLayer’s deployment options: bare-
metal infrastructure for private single-tenant cloud environments. 

Bare metal is not an ’80s big hair–band satellite radio channel, but a term 
that describes completely dedicated infrastructure on the cloud. Many of the 
largest vendors that offer cloud services today do it solely over a shared, 
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public, multitenant, and often virtualized environment. One obvious con-
cern in this environment is privacy—forced multitenancy (sharing cloud 
infrastructure) is a major pain point for companies that want to host sensitive 
data on the cloud.

But there are more issues at stake. Performance on a bare-metal server will 
always outperform the same provisioned infrastructure if it’s virtualized— 
there is always some performance loss in a virtualized environment. For 
situations where fastest performance is a must, you will want a bare-metal 
server, and that’s not an option with every cloud provider. Provisioning 
multitenant resources also means having to contend with the reality of 
shared resources; performance is never consistent and might not necessarily 
live up to the full potential that was promised on paper. We attribute this 
unpredictability to the “noisy neighbors” effect. In a shared cloud service, 
the noisy neighbor is exactly what you might imagine: Other users and 
applications sharing the same provisioned infrastructure on a multitenant 
environment can bog down performance and potentially ruin the experi-
ence for everyone else (think back to our example of a young man hosting a 
date at a shared residence). Perhaps those neighbors are generating a dis-
proportionate amount of network traffic or are heavily taxing the infrastruc-
ture to run their apps. The end result of this effect is that all other users of 
the shared environment suffer degraded performance. In this kind of set-
ting, you can’t be assured of consistent performance, which means you can’t 
pass the assurance of predictable behavior down to your customers. In the 
same manner that inconsistent query response times foreshadow the death 
of a warehouse, the same applies for services in the cloud.

In a provisioned multitenant cloud environment, you don’t know who 
your neighbors are. Imagine for a moment that you are unknowingly sharing 
your cloud with some slick new gaming company that happened to hit the 
jackpot: Their app has “gone viral.” Who knew that an app for uploading 
pictures of your boss to use in a friendly game of “whack-a-mole” would 
catch on? Within days, millions join this virtual spin on a carnival classic. All 
this traffic creates a network-choking phenomenon. Why do you care? If this 
gaming studio and its customers happen to be sharing the same multitenant 
environment as you are, then the neighborhood just got a lot noisier, and your 
inventory control system is going to run a lot like the aforementioned game—
up and down.
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The IBM Cloud gives clients the option to provision a true bare-metal, 
dedicated IaaS that removes “noisy neighbors” and privacy concerns from 
the equation altogether. It can provision and manage an infrastructure layer 
that is exclusively dedicated to your company’s cloud services or hosted 
apps. Your services benefit from the guaranteed performance and privacy 
that come from a bare-metal deployment. IBM is uniquely positioned to 
seamlessly integrate bare-metal and virtual servers, all on demand, as part of 
a unified platform. SoftLayer also provides autoscaling, load balancing, dif-
ferent security models (for open and commercial technologies), and a variety 
of server provisioning options (dedicated and multitenant). Every client has 
a preference; some might have a business need that fits a hybrid model of 
multitenancy and dedicated bare metal working side by side; others might 
be fine with virtualization for all their servers. SoftLayer offers the IaaS flex-
ibility to meet and exceed the requirements of any client—including those 
who don’t want to live beside noisy neighbors.

Building the Developer’s Sandbox  
with Platform as a Service
We get a little more technical in this section, so let’s ease into the discussion with 
a look at what defines platform as a service (PaaS) and how IBM’s Bluemix fits 
into that framework. Grab your shovel—it’s time to hit the PaaS sandbox.

Bluemix is IBM’s PaaS for composing, managing, and running applications 
that work in many settings—from web, mobile, Big Data, smart devices, Inter-
net of Things, and more—all supported by an open standards environment 
based on Cloud Foundry. Bluemix enables you to provision complete devel-
opment environments faster than it takes for you to reboot your laptop after a 
blue screen. Choose a language run time, or bring your own, and run with it! 
The catalog of IBM, third-party, and open source API-fronted services enables 
you to work without ever needing to step outside of the Bluemix environ-
ment. Enterprises and businesses today also want to integrate with their on-
premise infrastructure; Bluemix can make that happen with support for envi-
ronments. Do you want to connect to existing on-premise assets; link those to 
public and private clouds; and do so with a fully supported development, 
deployment, monitoring, and logging toolkit (DevOps)? Bluemix can do that 
too! What’s more, IBM hardens your entire solution with enterprise-grade 
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security, so there is no need to fret about the volatile world of the cloud. 
Lastly, the way you pay for using Bluemix is much like how you’re billed for 
electricity—you pay for what you use. And if you are using one of the many 
freemium services that are available on Bluemix, unlike your electricity, you 
don’t pay anything at all!

If You Have Only a Couple of Minutes:  
PaaS and IBM Bluemix in a Nutshell
When you go to any cloud provider (for example, IBM SoftLayer, Amazon, or 
Microsoft Azure), you can provision a hardware layer with a couple of mouse 
gestures, grab a coffee, and voilà: a server! What IaaS gives you is the shell: the 
infrastructure layer that supports the software or services you build and run. 
Storage, firewalls, load balancers, CPU, memory—all of these components are 
provisioned in IaaS and are at your disposal. But consider for a moment 
what’s missing from this picture. If you recall from Figure 3-1, not even the 
operating system (OS) shows up until the PaaS pillar. So, when we say that 
IaaS gives you all the parts that you need to start installing software, we are 
talking about the absolute minimum—it’s like buying a laptop with no OS.

Quite simply, IBM Bluemix enables clients to rapidly compose, deploy, 
and manage cloud applications. We like to tell clients that Bluemix allows 
you to go live in seconds because a developer can choose any language or 
run time, or even bring their own. In fact, you can use Bluemix to build, man-
age, and run all manner of apps for web, mobile, and Big Data solutions. It 
ties together development backbones such as node.js, Java, mobile back-end 
services, application monitoring, analytics service, database services, and 
more. Bluemix takes the work out of standing up a dev environment, or forc-
ing developers to deal with virtual machine images or hardware to get stuff 
done (you don’t have to prepare the tequila lime chicken, thinking back to 
our university student analogy). With a few swipes or keystrokes, you can 
provision instances of your applications with the necessary development 
services to support them. This streamlining translates into countless hours 
saved when compared to traditional app dev preparation such as installa-
tion, configuration, troubleshooting, and the seemingly endless amounts of 
time spent reacting to never-ending changes in requirements; instead, Blue-
mix lets you relentlessly innovate. Indeed, Bluemix lets developers go from 
zero to production in one command!
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IBM envisions Bluemix as a ecosystem that answers the needs and chal-
lenges facing developers, while at the same time empowering and enabling 
businesses to leverage their resources in the most efficient way possible. This 
means Bluemix provides organizations with a cloud platform that requires 
very little in-house technical know-how, as well as cost savings. At the same 
time, Bluemix lets organizations dynamically react to users’ demands for 
new features. The Bluemix platform and the cloud provide the elasticity of 
compute capacity that organizations require when their apps explode in 
popularity.

As a reflection of IBM’s commitment to open standards, there are ongoing 
efforts to ensure Bluemix is a leader when it comes to the open standards that 
surround the cloud. As such, Bluemix is an implementation of IBM’s Open 
Cloud Architecture, leveraging Cloud Foundry to enable developers to rap-
idly build, deploy, and manage their cloud applications, while tapping a 
growing ecosystem of available services and run-time frameworks. 

The API economy is at the core of Bluemix. It includes a catalog of IBM, 
third-party, and open source services and libraries that allows developers to 
compose apps in minutes. Quite simply, Bluemix offers the instant services, 
run times, and managed infrastructure that you need to experiment, inno-
vate, and build cloud-first apps. Bluemix exposes a rich library of IBM pro-
prietary technologies. For example, the BLU Acceleration technology behind 
the dashDB analytics service, the Cloudant NoSQL document store, IBM 
DataWorks refinery services, and more. IBM partner-built technologies (like 
Pitney Bowes location services) as well as open source services (like Mon-
goDB and MySQL, among others) are also part of its catalog. The Bluemix 
catalog is by no means static—Bluemix continues to add services and shape 
the platform to best serve its community of developers.

In practical terms, this means that cloud apps built on Bluemix will reduce 
the time needed for application and infrastructure provisioning, allow for 
flexible capacity, help to address any lack of internal tech resources, reduce 
TCO, and accelerate the exploration of new workloads: social, mobile, and 
Big Data.

Bluemix is deployed through a fully managed IBM Cloud infrastructure 
layer. Beyond integration in the IBM Cloud, Bluemix has integration hooks 
for on-premise resources as well. Flexibility is the design point of Bluemix 
and it lets you seamlessly pull in resources from public and private clouds or 
other on-premise resources.



74  Big Data Beyond the Hype

Layered security is at the heart of Bluemix. IBM secures the platform and 
infrastructure and provides you with the tools you need to secure the apps 
that you compose. IBM’s pedigree in this area matters, and this is baked into 
the apps you compose on this platform.

Bluemix has a dynamic pricing scheme that includes a freemium model! It 
has pay-as-you go and subscription models that offer wide choice and flexi-
bility when it comes to the way you want to provision Bluemix services. 
What’s more, and perhaps unlike past IBM experiences, you can sign up and 
start composing apps with Bluemix in minutes!

Digging Deeper into PaaS
What are the key business drivers behind the market demand for PaaS? Con-
sider an application developer named Jane. PaaS provides and tailors the 
environment that Jane needs to compose and run her apps, thanks to the 
libraries and middleware services that are put in her development arsenal. 
Jane and other end users don’t need to concern themselves with how those 
services are managed or organized “under the covers.” That complexity is 
the responsibility of the PaaS vendor (IBM) to manage and coordinate. More 
than anything, this new development paradigm decreases the time to market 
by accelerating productivity and easing deployment of new apps over the 
cloud. Are you a mobile game developer? If so, you can provision a robust 
and rich back-end JSON data store for your app in seconds, attach to it a 
visualization engine, and perform some analytics. It’s like baking a cake—
simply grab the premeasured and taste-tested ingredients, and bake away!

The Bluemix PaaS model platform enables new business services to be built 
and delivered without significant operational and capital expenditures, thanks 
to a platform that runs on top of a managed SoftLayer infrastructure and inte-
grates cleanly between services. The traditional components of a development 
stack—the operating system, the integrated development environment (IDE), 
the change management catalog, the bookkeeping and tooling that every 
developer needs—can be provisioned with ease by using the PaaS architecture 
of Bluemix. If you are a developer of apps that are born and launched over the 
cloud, PaaS is your playground. Continuous delivery and code iteration 
become a reality when your apps and services can be implemented on a plat-
form that supports the full DevOps process from beginning to end.
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PaaS offers such tremendous potential and value to users like Jane because 
there are more efficiencies to be gained than just provisioning some hardware. 
Take a moment to consider Figure 3-3. Having access to subsystems and link-
ages to databases, messaging, workflow, connectivity, web portals, and so 
on—this is the depth of customization that developers crave from their envi-
ronment. It is also the kind of tailored experience that’s missing from IaaS-only 
vendors. The layered approach shown in Figure 3-3 demonstrates how PaaS is, 
in many respects, a radical departure from the way in which enterprises and 
businesses traditionally provision and link services over distributed systems. 
Traditionally, classes of subsystems would be deployed independently of the 
app that they are supporting. Similarly, their lifecycles would be managed 
independently of the primary app as well. If Jane’s app is developed out of 
step with her supporting network of services, she will need to spend time 
(time that would be better spent building innovative new features for her app) 
ensuring that each of these subsystems has the correct versioning, functional-
ity mapping for dependencies, and so on. All of this translates into greater risk, 
steeper costs, higher complexity, and a longer development cycle for Jane.

With a PaaS delivery model like Bluemix, these obstacles are removed: 
App developers and users don’t need to manage installation, licensing, 
maintenance, or availability of underlying support services. The platform 
assumes responsibility for managing subservices (and their lifecycles) for 
you. When the minutiae of micromanaging subservices are no longer part of 
the equation, the potential for unobstructed, end-to-end DevOps becomes 
possible. With a complete DevOps framework, a developer can move from 
concept to full production in a matter of minutes. Jane can be more agile in 
her development, which leads to faster code iteration and a more polished 
product or service for her customers. We would describe this as the PaaS 
approach to process-oriented design and development.

PaaS
Platform

as a Service

Composable Services for Rapid Application Development

Mobile Security Integration API
Management DevOps

IaaS
Infrastructure
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Provisioning Cloud Infrastructure for Enterprise

ComputationStorage

Big Data
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Figure 3-3 Platform as a service (PaaS) provides an integrated development 
environment for building applications that are powered by managed services.
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Being Social on the Cloud: How Bluemix 
Integrates Platforms and Architectures
The cloud is a vast space, and the apps that you develop for it could very well 
need to reach out and “mingle” with other apps. Bluemix comes fully equipped 
with a catalog of integration and coordination services for external applica-
tions and other public clouds so that your apps can stay social. Later in this 
chapter, we discuss deployable PaaS and design patterns that make it easy to 
expose catalogs of apps and services. This style of automated deployment is 
ideally suited for PaaS and is paving the way for the composable business.

There are three potential PaaS configurations that you can run purely on the 
cloud. These three models have had the most success and widespread adop-
tion among PaaS developers. A key differentiator for the IBM Cloud is that it 
can support all three of them (which is not the case with most other vendors).

In Figure 3-4 you can see the three main types of PaaS configurations. 
Common to all three of these PaaS configurations is that our developer Jane 
is at the top of the stack. Jane needs to compose new cloud applications with 
as little friction as possible, and so with each configuration (Types I–III), we 
have two clouds—Cloud A and Cloud B—running on top of an IaaS layer. 
Cloud A is running completely different services (mobile back-end libraries, 
Internet of Things device connectivity services) than Cloud B (database back 
ends, NoSQL document data stores). However, to power Jane’s app, she 
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Figure 3-4 Three configurations of a platform as a service architecture. The cloud 
services can be governed by cloud-specific (Type I), global (Type II), or a hybrid of 
orchestrators (Type III).
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needs to tap into both Cloud A and B. How she does that integration and 
how these required services are coordinated between those clouds (some-
thing we refer to as orchestration) is where we start to differentiate between 
the PaaS approaches. Whether Jane provisions services through a “single 
pane of glass” (a global orchestrator that has a predefined assortment of ser-
vices to choose from) or defines linkages with these cloud services directly 
(even if they live on clouds that are separate from her PaaS environment) 
determines the type of PaaS architecture her solution requires.

Need a breather? Remember that this layer of complexity—how the pieces 
of PaaS and its services fit together—are not the concern of the developer. 
This is what’s great about PaaS after all! IBM handles the integration of ser-
vices behind the scenes and determines how those services come together. In 
other words, the PaaS infrastructure in Bluemix determines how Jane’s 
instructions to a “single pane of glass” are translated across multiple cloud 
environments (internal or even external public clouds) to deliver the func-
tionality that her apps need. We just added this tech section here in case you 
want a taste of the details that are going on behind the scenes, but never lose 
sight that with Bluemix, you don’t have to care about such details.

Understanding the Hybrid Cloud:  
Playing Frankenstein Without the Horror
What exactly do we mean by hybrid cloud deployments? It’s a term that is com-
monly heard in conversations about bridging on-premise and off-premise 
deployments. There is a huge elephant in the room any time we talk about 
moving services to the cloud, and that elephant is named “current invest-
ments.” Companies with an invested on-premise infrastructure are under-
standably reluctant to rip out those systems and migrate completely to the 
cloud, unless there is a sound business plan that surrounds the suggestion. 
We don’t think companies should rip and replace stuff. They need to come up 
with a strategic plan and, where it makes sense, leverage the cloud, and where 
it doesn’t, leverage what they have. Anyone who decrees “rip and replace 
everything” is pulling back into the cloud’s hype phase. Quite simply, as 
should be the case with any initiative, ensure that there is a sound business 
plan that surrounds the strategy.

A hybrid cloud environment that’s stitched together cross-premise can be 
either marvelous or monstrous. The key to leadership and innovation around 
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infrastructure hybridization is to start thinking in terms of “composite tem-
plates.” When workload requirements are well defined, you can leverage ser-
vices in a way that plays to their strengths. For example, perhaps an off-premise 
cloud infrastructure would be well suited for experimental batch operations 
and an on-premise infrastructure would be well suited for performance-critical 
tasks. At the same time, perhaps governance regulations dictate a completely 
different premise location criterion. Also, never forget that without a network 
connection, the hybrid cloud model falls apart. A robust network is a must.

The key is to design hybrid access to services across infrastructures (on 
the cloud and on the ground). Composite templates are akin to the IBM 
PureSystems deployable patterns that we mentioned earlier. When hybrid 
services and access patterns are well defined and understood, companies 
such as IBM can wrap provisioning and architecture expertise into repeat-
able, deployable patterns.

The picture that we are painting is less the image of Frankenstein’s crea-
ture and much more a carefully crafted model made out of Lego bricks. Con-
sider Figure 3-5: The concept of composable services is central to Bluemix 

Figure 3-5 IBM Bluemix’s catalog of composable services is central to the integration 
of on-premise and off-premise infrastructure services.

Systems
of Record

IBM & Partner
Services

Composable
Services

Infrastructure
Services

De�ned Pattern
Services



 Composing Cloud Applications 79

and the IBM Cloud as a whole. What differentiates IBM’s platform from com-
petitors is the continuum of services that can be accessed across both on-
premise and off-premise resources. Cloud-ready solutions such as SoftLayer 
make this possible, bursting data on demand to the cloud, as needed.

Tried and Tested: How Deployable  
Patterns Simplify PaaS
At its core, PaaS gives you control over the provisioning and automation of a 
mind-boggling number of patterned middleware services (development 
environments, run times, packaged services, business patterns, and so on) 
and the metering of application usage. For managed PaaS solutions, you can 
perform monitoring on a per-app basis (with respect to usage and perfor-
mance), manage app and service licenses, conduct identity and security 
management, and manage push/pull access from mobile devices.

Truly advanced PaaS solutions such as IBM Bluemix provide data caching 
services, autoscaling in response to increasing (or decreasing) demand for 
services that are running on top of the platform, workload automation, and 
cloud bursting (for example, to a dedicated IaaS bare-metal environment like 
IBM SoftLayer) as needed. Bluemix’s selection of reusable design patterns 
and automated service composition adds value, whereas its open ecosystem 
of services (including non-IBM proprietary and open source services) and 
integration patterns with traditional repositories add capability. A PaaS such 
as Bluemix enables organizations to offer their development teams a full-
featured, end-to-end, continuous delivery environment where services can 
be provisioned and are composable on the cloud.

One question that you might be asking is “What is the relationship 
between PaaS and patterns?” Patterns enable you to encode business and 
development best practices into a deliverable that you can manage and 
deploy in a repeatable way. They are typically applied to existing problems 
that have been part of a marketplace or environment for a period of time. 
Only after a business’s pain points have been thoroughly studied and under-
stood can you have hardened best practices and access patterns to overcome 
those challenges—these are the “standard operating procedures” that are 
well suited for translation into deployable patterns. An apt analogy is vacci-
nation against disease: There might be an experimental vaccine for a new 
disease that seems to improve a patient’s health, but it is not until the efficacy 
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and safety of the treatment are well understood that the vaccine is mass pro-
duced for the general population.

To apply this analogy to business patterns, let’s consider Figure 3-6. 
Although there might exist several ad hoc one-off strategies for solving a 
particular business use case, it isn’t until the strategy demonstrates success-
ful results over a period of time that IBM will consider it to be an expert 
deployable “patterned” solution for clients. IBM’s entire PureSystems family 
is built around this concept of standardization and proven patterns to address 
business challenges of innovation, speed, and time to market. What’s more, 
all of the expertise and effort that went into developing these on-premise pat-
terned expert-baked solutions are now being leveraged for the Bluemix PaaS 
environment.

The challenge with deploying patterns to a cloud environment is that, 
from a design perspective, patterns are geared more toward existing tech-
nologies and are not necessarily optimized for iterative deployment of ever-
evolving applications and architectures. For example, what is the pattern for 
taking a cookie-cutter implementation and days later stitching in a new ser-
vice that just changed the scope of what your app is all about? We are getting 
at the fact that the cloud is a highly dynamic environment. The idea of estab-
lishing a hardened pattern around an environment where new code is 
deployed on the first day, a new database is added on the second day, a queu-
ing system and then a monitoring system are tacked on after that, and who 
knows what else, becomes seemingly impossible.

So if apps that are born and developed on the cloud are built iteratively and 
gradually, how can design patterns ever get traction in such an environment? 
The answer is PaaS, because PaaS can be broken down and modeled in much 
the same way as subpatterns. There is a surprising amount of synergy between 
design patterns and the way that practitioners provision environments and 
services over the cloud. With this in mind, let’s explore a layered approach to 
application development in the cloud.

At the top of Figure 3-6, developer Jane is actively making use of the Blue-
mix core services to compose and run cloud-native apps; this is what we refer 
to as the Bluemix Fabric. Meanwhile, Jane is taking advantage of a large catalog 
of external services (available through the API economy; more on this topic in 
a bit) such as database back ends, queuing services, and so on. The key idea 
here is that these back-end external services can be provisioned using patterns. 
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For example, at some point in the coding cycle in Figure 3-6, Jane will need a 
service that can handle a certain requirement for her app—perhaps applying 
an XSL style sheet transformation that was requested by an end user. “Under 
the covers” Bluemix pushes down a design pattern that is used to instantiate 
the respective piece of software. After it is ready, the necessary hooks and API 
connectors to the service are returned to Jane so that she can tie them into the 
new app that is being developed on top of the PaaS. When design patterns are 
correctly leveraged as part of a PaaS environment, the complexities of provi-
sioning and looping in external services are made transparent to the devel-
oper. In other words, Jane doesn’t need to worry about how it’s achieved, Jane 
simply moves forward with the confidence that the underlying PaaS environ-
ment handles that for her all abstracted through an API. Ultimately, this trans-
lates into the frictionless and more productive experience that developers like 
Jane thrive on.

Patterned API
Implementation Invokes...
• (De-) Provision Service
• (Un-) Bind Service

De�ned Service Pattern

IBMSmartCloud IBM PureSystems.

De�ned Service Pattern

JANE : ~ DEV$ CREATE_SERVICE
“Bluemix Fabric”

JANE : ~ DEV$ BIND_SERVICE

Figure 3-6 The PaaS “Bluemix Fabric” leverages design patterns to create a 
frictionless and productive environment for developers through services that are 
provisioned over the cloud.
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Composing the Fabric of Cloud Services: 
IBM Bluemix
The culture around modern apps and tools for delivering content is con-
stantly changing and evolving. Five years ago, there was no such thing as 
Kickstarter, the global crowd-funding platform. Four years ago, Instagram 
did not exist. There are more mobile devices today than there are people on 
the planet. We are in the “app now,” “want it now” era of technology. This 
shift isn’t a millennial or generational phenomenon, it’s a fundamental shift 
in the collective degree of impatience to get projects delivered faster and to 
get the things we want done faster. In many respects, this impatience is due 
to the general perception that the burdens of IT infrastructure are gone.

To be successful in this new culture, modern application developers and 
enterprises must adopt four key fundamental concepts:

•	First is deep and broad integration. What people use apps for today 
encompasses more than one task. For example, today’s shopper 
expects a seamless experience to a storefront across multiple devices 
with different modalities (some will require gesture interactions, 
whereas others will use taps and clicks).

•	The second concept is mobile. Applications need a consistent layer of 
functionality to guarantee that no matter how you interact with the 
storefront (on your phone, a tablet, or a laptop), the experience feels 
the same but is still tailored to the device. Here we are talking about 
the functionality that has to be consistent (we’ve all been frustrated by 
apps where the mobile version can’t do what the web version does), 
and for that to happen, the customer-facing endpoints need to be 
deeply integrated across all devices.

•	Third, developers of these apps need to be agile and iterative in their 
approach to design. Delivery cycles are no longer set according to 
static points in time (a yearly release of your on-premise software, for 
example). Users expect continuous improvement and refinement of 
their services and apps, and code drops need to be frequent enough to 
keep up with this pace of change. After all, the cloud culture is so 
different: For example, clients can decide to keep their license on a 
monthly or even daily decision checkpoint. It’s easy to go elsewhere. 
Continuous delivery has moved from initiative to imperative.
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•	Finally, the ecosystem that supports these apps must appeal to customer 
and developer communities. Business services and users want to be 
able to use an app without needing to build it and own it. Likewise, 
developers demand an environment that provides them with the 
necessary tools and infrastructure to get their apps off the ground and 
often have next-to-zero tolerance for roadblocks (like budget approvals, 
DBA permissions, and so on).

These expectations and requirements precisely fit into the concept of PaaS 
and building cloud-native apps. Put another way, this is exactly the kind of 
environment that IBM Bluemix promotes and delivers.

As previously mentioned, Bluemix provides a PaaS over the IBM Cloud 
(powered by SoftLayer and Cloud Foundry) to deliver a venue for testing 
and deploying your apps. At its core, Bluemix is an open standards compli-
ant, cloud-based platform for building, managing, and running apps of all 
types, especially for smart devices, which are driving the new data econ-
omy. You can think of Bluemix as a catalog of composable services and run 
times that is powered by IBM, open source, or third-party vendor-built tech-
nologies running on top of a managed hardware infrastructure. The goal is 
to make the process of uploading and deploying applications to the cloud as 
seamless as possible so that development teams can hit the ground running 
and start programming from day one. Bluemix capabilities include a Java 
framework for mobile back-end development, application monitoring in a 
self-service environment, and a host of other capabilities…all delivered 
through an as-a-service model. Bluemix offers a services-rich portfolio without 
the burden of mundane infrastructure tasks. Its target audience—developers,  
enterprise line-of-business users—can say goodbye to the drudgery of 
installing software, configuring hardware and software, fulfilling middle-
ware requirements, and wrestling with database architectures. Bluemix has 
you covered.

As previously mentioned, Bluemix offers a catalog of services, drawing 
from the strengths of the IBM portfolio around enterprise-grade security, 
web, database management, Big Data analytics, cross-services and platform 
integration, DevOps, and more. These are known quantities—things that cli-
ents have come to expect when doing business with IBM. One of the things 
that the Bluemix team found is that developers often identify themselves 
with the technology that they choose to use. With this in mind, IBM also 
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wants to ensure that the Bluemix platform provides a choice of code base, 
language and API support, and an infrastructure that will attract developers 
from communities that IBM has not traditionally addressed in the past. For 
example, Bluemix supports Mongo-based apps. Quite simply, Bluemix elim-
inates entry barriers for these programmers and developers by offering a 
streamlined, cost-flexible, development and deployment platform.

Figure 3-7 offers a tiny glimpse at the Bluemix service catalog where 
developers can browse, explore, and provision services to power their apps. 
Being able to provide a full lifecycle of end-to-end DevOps is important, 
given the experimental, iterative, sandbox-like approach that we expect 
developers to bring to this platform.

The entire app lifecycle is cloud agile—from planning the app to monitor-
ing and managing these services. All of these services are supported by the 
Bluemix platform right “out of the box.” This ultimately enables developers 
to integrate their apps with a variety of systems, such as on-premise systems 
of record (think transactional databases) or other public and private services 
that are already running on the cloud, all through Bluemix APIs and services.

If you want other developers on Bluemix to tap into the potential of these 
systems, you can work with IBM to expose your APIs to the Bluemix audi-
ence by becoming a service partner. Consider the fundamental Bluemix ini-
tiatives that we outlined: Bluemix is a collaborative ecosystem that supports 

Figure 3-7 The Bluemix catalog of composable services comes from IBM, partner,  
and open source technologies that are enabled for the continuous, agile development  
of cloud apps.
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both developers and customers, and enabling our partners to integrate across 
these verticals is a key part of that initiative.

Parting Words on Platform as a Service
We dedicated much of this chapter to PaaS, a key anchor of the as-a-service 
model. PaaS is about more than simply giving developers a sandbox to work 
in. Platforms such as IBM Bluemix enable transparent integration among 
multiple environments “under the covers.” What this means for our users is 
access to a myriad of services and tools, all through a single “pane of glass.” 
Bluemix rapidly brings products and services to market at a lower cost, 
thanks to the flexibility and on-demand nature of cloud-based PaaS. The fact 
that PaaS is a low up-front investment vehicle for application development 
encourages experimentation and innovative development, without concern 
for software configuration and hardware provisioning, or the need for on-
hand staff to manage the infrastructure. Furthermore, Bluemix’s iterative 
nature encourages developers to continuously deliver new functionality to 
their applications. Bluemix is designed so that developers can iterate on their 
code and app functionality as rapidly and painlessly as possible. Bluemix 
extends a company’s existing investments in IT infrastructure. Many clients 
have heterogeneous, complex, on-premise environments that must be linked 
to new born-on-the-cloud applications.

With an on-demand and services-based infrastructure, Bluemix enables 
developers to go from raw to fully baked apps in as short a time as possible. 
Clients are able to securely connect to their existing on-premise infrastructure 
to power these apps, ensuring that apps made in the cloud can effectively 
leverage the resources that these companies have on the ground. With DevOps, 
teams both large and small are able to automate the development and delivery 
of applications: Bluemix makes the process of continuous iteration simple and 
straightforward for both developers and line-of-business users.

Consuming Functionality Without the 
Stress: Software as a Service
If PaaS is oriented toward the developer who wants to code and build the 
next generation of applications in a frictionless environment, then software 
as a service (SaaS) is geared much more toward the line-of-business (LOB) 
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user who needs to consume the capabilities of a service that is already built 
and ready to deploy. SaaS consumers span the breadth of multiple domains 
and interest groups: human resources, procurement officers, legal depart-
ments, city operations, marketing campaign support, demand-generation 
leads, political or business campaign analysis, agency collaboration, sales, 
customer care, technical support, and more. The variety of ways that busi-
ness users can exploit SaaS is extraordinarily complex: It can be specific (to 
the extent that it requires tailored software to address the problem at hand), 
or it can require a broad and adaptable solution to address the needs of an 
entire industry.

Not every SaaS vendor can guarantee that their packaged software will 
satisfy every vertical and niche use case we’ve outlined here. Nor do all SaaS 
vendors offer a catalog of services that supports deep integration hooks and 
connectors for when you need to scale out your solution or roll in additional 
tools in support of your business end users. Figure 3-8 highlights the fact that 
SaaS can apply to anything, as long as it is provisioned and maintained as a 
service over the cloud.

What differentiates IBM’s solution is that it offers the complete stack—
from IaaS to PaaS to SaaS—in support of every possible customer use case. We 
would argue that IBM’s portfolio stands alone in being able to offer both tai-
lored and extensible SaaS deliverables to address the various dimensions of 
consumable and composable functionality that are required by enterprises today. 

PaaS
Platform

as a Service

Composable Services for Rapid Application Development

Mobile Security Integration API
Management DevOps

IaaS
Infrastructure

as a Service Networking

Provisioning Cloud Infrastructure for Enterprise

ComputationStorage

SaaS
Software

as a Service Commerce

Consumable Functionality as a Marketplace

Marketing Analytics IT
Management Collaboration Supply Chain

and Inventory

Big Data
and Analytics

Figure 3-8 SaaS delivers software that runs on the cloud, enabling you to consume 
functionality without having to manage software installation, upgrades, or other 
maintenance.
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And consider this: As developers build their apps on the Bluemix PaaS plat-
form, they can seamlessly bring their solutions to a SaaS market and a sophis-
ticated IBM Cloud Computing Marketplace (ibm.com/cloud-computing/
us/en/marketplace.html), where new clients can consume them. Throughout 
this section, we explore SaaS and IBM’s offerings in this space in more detail, 
but first, it is worth setting the stage by describing how cloud distributions are 
reshaping software.

The Cloud Bazaar: SaaS and the API Economy
In the marketplace today, there is a trend toward what many have called the 
API economy. The API economy is the ability to programmatically access 
anything through well-defined protocols and APIs. API economies enable 
developers and end users to easily and seamlessly integrate services with 
any new apps that they are building or consuming on the cloud. This is 
quite a departure from how things were done before. Many offerings that 
could historically be described as SaaS were driven by the user interface 
(UI). Today, companies such as Twitter and eBay leverage API integration 
into third-party services to drive revenue and traffic far more than they rely 
on a UI-driven strategy for attracting users.

At the most basic level, SaaS apps are software that is hosted and man-
aged in the cloud. Salesforce.com is a well-known SaaS offering for customer 
relationship management (CRM). Instead of hosting your own CRM system 
on premise, the app resides on the cloud. Here’s the stack: All software com-
ponents are pre-installed (SaaS); the database and application server that 
support the app are already in place (PaaS); this all lives on top of a fully 
managed infrastructure layer (IaaS). As a client, you just interact with the 
app; there is no need to install or configure the software yourself. The key 
thing to remember is that although the app feels like a discrete piece of busi-
ness logic, under the covers the SaaS model is more likely a collection of 
dozens (even hundreds or thousands) of APIs working in concert to provide 
the logic that powers the app.

Consider a service like Twitter. Its UI is minimal and straightforward: You 
have a timeline, 140 characters to compose your message, and a button to 
post your tweet. Under the covers, however, it calls a dizzying number of 

http://www.ibm.com/cloud-computing/us/en/marketplace.html
http://www.ibm.com/cloud-computing/us/en/marketplace.html
http://www.Salesforce.com
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services through APIs. The real value of Twitter lies in its ability to seam-
lessly integrate with other apps. Have you ever bought something online 
and found an integrated tweet button for sharing your shopping experience? 
That vendor is leveraging Twitter’s API to help you announce to the world 
that your new golf club is the solution to your slicing issues. When you tweet, 
underlying service authorizations can store your tweeted image in Flickr and 
leverage Google Maps to enrich the tweet with geospatial information visu-
alizations. The API economy also lets you use that same tweet to tell all your 
Facebook friends how your golf game is set to improve. Such a neatly orches-
trated set of transactions between distinct services is made possible and is 
done seamlessly by the API economy that drives today’s cloud SaaS market-
place, as shown in Figure 3-9.

Having a well thought-out and architected API is crucial for developing 
an ecosystem around the functionality that you want to deliver through an 
as-a-service property. Remember, the key is designing an API for your ser-
vices and software that plays well with others. Your API audience is not only 
people in your company, but partners and competitors too. Consumers of the 
SaaS API economy require instant access to that SaaS property (these services 
need to be always available and accessible), instant access to the API’s docu-
mentation, and instant access to the API itself (so that developers can pro-
gram and code against it). Furthermore, it is critical that the API architecture 
be extensible, with hooks and integration end points across multiple domains 
(Figure 3-9) to promote cooperation and connectivity with new services as 
they emerge.

SaaS
Software

as a Service

The API Economy Marketplace

External
Ecosystem

Enterprise
App

API

API API API API

Commerce Marketing Analytics Collaboration

API

Figure 3-9 IBM’s “API economy” is made possible by a unified cloud architecture of 
well-defined integration end points between external ecosystems, cloud marketplaces, 
and IBM’s SaaS portfolio.
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Demolishing the Barrier to Entry for  
Cloud-Ready Analytics: IBM’s dashDB
In this section we want to talk about an analytics service from IBM called 
dashDB. As we went to press, the dashDB services were scheduled for release 
in both a PaaS model (for those composing apps that require analytics) and a 
SaaS model (for those that simply need a turnkey analytics service). What we 
describe in this section is the end goal; it might be the case that some of the 
things we talk about here aren’t available when you first get this book, but 
they will come soon after. We are also going to talk about dashDB from a 
SaaS perspective.

Moving forward, you are going to see the IBM Information Management 
brand deliver capabilities on the cloud first in a much faster manner than 
with traditional models. This is in lockstep with the constant feature delivery 
and innovation users of the cloud expect from the services they consume 
there. For example, at its core, dashDB is the confluence of Netezza (Chapter 9) 
and BLU Acceleration (Chapter 8) technologies; it also includes some IBM 
DataWorks refinery services (Chapter 13), a Cognos visualization engine, 
and runs on SoftLayer.

What does continual integration look like? Netezza (also known as the 
IBM PureData System for Analytics) is famous for its deeply embedded IBM 
Netezza Analytics engine (INZA). Over time, more and more of the INZA 
capabilities will get deeply embedded into dashDB. The vision is that at 
some point you will be able to run all the same INZA algorithms that you can 
run in Netezza today directly on dashDB. The same can be said for the 
Netezza SQL API. IBM dashDB includes Oracle compatibility too, although 
this capability comes from another source (DB2 has a native execution layer 
for Oracle PL/SQL so that service is embedded in dashDB as well; you can 
see how the apps made of service components are the future). This continual 
feature delivery methodology empowers organizations with the ability to 
burst more and more analytics into the cloud from their Netezza appliances 
with less and less friction. At the same time, innovations that arrive in the 
cloud first will eventually find their way on premise. For example, the INZA 
capabilities being built into dashDB will be integrated into on-premise soft-
ware instantiations of BLU Acceleration, like DB2.

So what is the difference when consuming dashDB as a PaaS or SaaS 
model? Developers can use PaaS to compose an app. They might want to 
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surface the application in a SaaS model and charge for it down the road; IBM 
gives you that option as a service partner. That said, clients can use dashDB in 
a PaaS model for their own analytics needs—it’s just not managed in the same 
way as a SaaS model. However, for customers who simply want to consume 
software without building and assembling it themselves, a ready-to-go and 
managed SaaS solution might be just the ticket. Remember, SaaS isn’t for 
developers; it’s for users and consumers who need to achieve new business 
outcomes rapidly and cost effectively.

You may see dashDB referred to as a data warehouse as a service 
(DWaaS)—which we think is best conceptualized as an added layer of clas-
sification atop the software as a service (SaaS) model. Fundamentally, 
DWaaS is very much a SaaS offering—clients consume the functionality of 
the service (in the case of dashDB, that functionality entails best-of-breed 
performance and analytics) without concern over provisioning or managing 
the software’s lifecycle themselves. 

IBM’s portfolio of SaaS offerings is built on the same foundations of resil-
iency, availability, and security as the IaaS and Bluemix PaaS layers we talked 
about in this chapter. What differentiates dashDB from the pack are the three 
pillars that set DWaaS apart from the traditional on-premise data warehous-
ing that has come before it: simplicity, agility, and performance. Let’s take a 
moment to tease apart what each of these pillars offers clients that provision 
this service. Simplicity: dashDB is easy to deploy, easy to use, requires fewer 
resources to operate, and is truly “load and go” for any type of data you can 
throw at it. Agility: “train of thought” analytics are made possible by dashDB’s 
integration across the IBM Big Data portfolio, making your apps faster and 
delivering actionable business insight sooner. Performance: dashDB delivers 
BLU Acceleration’s signature, industry-leading performance at a price the 
market demands—all within a cloud-simple form factor. In ten words or less, 
dashDB gives faster actionable insight for unlocking data’s true potential.

IBM dashDB is all about the shifting client values around how functional-
ity is consumed and the explosive growth that we are witnessing in the deliv-
ery of SaaS on the cloud. Customers today are focused on assembling the 
components and services that they need to achieve their business outcomes. 
In terms of the marketplace, analytics are becoming increasingly valuable; in 
fact, we’d go so far as to say that in the modern marketplace, analytics are 
indispensable—like we said before, from initiative to imperative. Analytics 
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are driving decisions about how skills are deployed across an organization, 
how resources and infrastructure are distributed in support of a business, 
and how clients access the mountains of data that they are actively creating 
or collecting.

One question being asked by many businesses is “How do we rapidly 
transition from data collection to data discovery and insight to drive decision 
making and growth strategies?” As companies move aggressively into this 
space, they quickly realize that the skills that are required to build the tools 
and perform data analysis are still pretty scarce; the combination of statisti-
cian and DBA guru in one individual is hard to come by! Cost becomes a 
major obstacle for companies that want to deploy or manage business analyt-
ics suites with an on-premise infrastructure and appliances. The future inno-
vators in this space will be companies that enable their partners and custom-
ers to bypass the risk and costs that were previously associated with analytics. 
This is the drive behind SaaS delivery and in particular IBM’s dashDB.

The idea of an analytics warehouse that can be consumed as a service is a 
product of powerful solutions and infrastructure emerging at just the right 
time…over the cloud. Speaking from our own firsthand interactions with cli-
ents, we can confidently say that the vast majority of IT and enterprise cus-
tomers want to move at least part of their resources into a cloud environment. 
The trend is increasingly toward applications that are “born” in the cloud, 
developed and optimized for consumption over distributed systems. A key 
driver behind this momentum is centered on CAPEX containment, which is a 
SaaS product that scales elastically and can be “right-sized” for your business, 
translating into smaller up-front costs and greater flexibility down the road.

SaaS solutions are distinctly “cloud first.” We believe that following best 
practices and architecting a software solution for the cloud first makes trans-
lating that asset into an on-premise solution much more straightforward and 
painless. In terms of the performance of on-premise and cloud deliverables, 
the laws of physics are ultimately going to win. With the cloud, there is the 
unavoidable fact that your data and instructions need to travel across a wire. 
In most cases, the latency in cloud deployments will be at least slightly greater 
(whether or not it is significant is another question). Being able to use in-
memory analytic capabilities, perform data refinement, and ingest data for 
analysis in a real-time environment, all in the cloud, is propelling the indus-
try toward new opportunities for actionable business insight. This is all being 
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made possible through cloud-based SaaS. Don’t forget—the cloud isn’t so 
much about raw throughput performance as it is about agility and scale: how 
fast you can build, deploy, and iterate applications; how fast can you scale; or 
how fast you can attach (and tear down) add-on services such as analytic 
data marts.

Build More, Grow More, Know More:  
dashDB’s Cloud SaaS
IBM dashDB can be provisioned as an expansion to the Cloudant NoSQL 
data layer, with purpose-built hooks for handling the ingestion and migra-
tion of data between Cloudant’s JSON document and the dashDB analytics 
service. This is the kind of stuff we were referring to earlier in this chapter 
when we talked about integration of service points. For example, a mobile 
gaming app that stores information in Cloudant can back-end sync the JSON 
data into dashDB for light-speed analytics on collected information through 
a built-in facility.

The predecessor to dashDB on Bluemix is the Analytics Warehouse Service, 
which was solely based on BLU Acceleration technology. Over time, you will 
see users of this service migrate to dashDB, which provides a richer managed 
service and comes with the extended set of capabilities we outlined earlier.

IBM dashDB fits the pattern of whichever analytics use case your organi-
zation needs to fulfill. It can be procured as an integrated analytic warehouse 
that is embedded with Watson Analytics, coupled with Cloudant’s NoSQL 
data stores, or integrated with services available in the IBM DataWorks data 
refinery catalog. Alternatively, dashDB can serve as a stand-alone analytics 
engine for clients looking to leverage the elasticity and flexibility of a DWaaS 
(remember: software as a service with added granularity specific to data 
warehousing) cloud deliverable. Again, for application developers working 
with IBM Bluemix, dashDB can form a vital piece in your composable fabric 
of services running atop IBM’s managed PaaS.

The takeaway message for dashDB is as follows: It’s a high-performance 
analytics service, it’s delivered in a managed “cloud-easy” way (there is 
nothing for you to do but click and analyze), it has best-in-class simplicity in 
terms of provisioning and usage, and it comes with a rich set of built-in secu-
rity features for enterprise customers. IBM dashDB enables you to build 
more, grow more, and know more.
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We say build more because dashDB gives you the flexibility to get started 
without making costly CAPEX investments, which reduces risk and miti-
gates cost. The provisioning of this SaaS takes less than a dozen or so minutes 
for 1TB of data, and migration and performance have been tuned to delight 
users with their first experience. To support bursty workloads from on-prem-
ise infrastructures to dashDB in the cloud, a lot of effort has been put into 
data transfer rates. (Mileage is going to vary—remember that your network 
connection speed matters.) When these pain points are eliminated, LOB 
owners are free to experiment and pursue new insights that are born out of 
the cloud—in short, they can build more.

The beauty of the SaaS model is that capability enhancements can be 
delivered to your business without performance degradation or downtime to 
your customers. Consumption of its analytics capabilities becomes your only 
concern—that, and growing your business with your newfound insights, 
and this is why we say dashDB lets you grow more. Think about it: You can 
put personnel on discovering new insights and leveraging investigative 
techniques you could never apply before, or you can spend your time 
upgrading your on-premise investments.

IBM dashDB’s in-database analytics also includes R integration for predic-
tive modeling (alongside the INZA functionality that will continue to work its 
way into the service offering as dashDB iterates over time). R’s deeply woven 
integration with dashDB delivers in-database functions that span the analytic 
gamut: linear regression, decision trees, regression trees, K-means, and data 
preparation. Other statistical showcases, such as support for geospatial ana-
lytics and developing analytics extensions through C++ UDX, will eventually 
round out dashDB’s analytics portfolio. 

From a security perspective, dashDB is Guardium-ready (covered in 
Chapter 12). Industry-leading data refinery services will add free (and some 
for fee) masking, transformation, and enrichment, as well as performance-
enhancing operations, which we briefly discuss in the next section.

Refinery as a Service
Both Bluemix and Watson Analytics are platforms that consume and produce 
data; as such, they need governance and integration tools that fit into the 
SaaS model we’ve been describing in this chapter. IBM’s engineering teams 
are taking its rich data governance capabilities and exposing them as a 
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collection of rich composite and data refinery services known as DataWorks. 
Available at the time of writing are data load, masking, and data selection 
services that you can leverage in an integrated manner with your other ser-
vices. We cover these capabilities in Part III of this book. 

Wrapping It Up
Having well-performing and powerful analytics tools is critical to making 
data warehousing in the cloud a worthwhile endeavor. If you can get an 
answer in seconds rather than hours, you are more likely to think about the 
next step of analysis to probe your data even further. If you can set up a sys-
tem in less than an hour instead of waiting months for budgetary approval 
and dealing with the numerous delays that get between loading dock and 
loading data, you can deliver business results sooner. This is why we say that 
dashDB and its BLU Acceleration technologies enable “train of thought” ana-
lytics: Having a high-performance analytics SaaS toolkit keeps business 
users hungry for more data-driven insight.

In this chapter, we implicitly touched on the four core elements that are 
central to IBM’s brand and its cloud-first strategy. The first is simplicity: offer-
ing customers the ability to deploy, operate, and easily manage their apps 
and infrastructure. “Load and go” technology makes it possible to get off the 
ground and soar into the cloud quickly and cost effectively. Agility is next: If 
your business can deploy and iterate new applications faster, you will be 
positioned to adapt to a rapidly changing marketplace with ease. IBM’s as-a-
service portfolio (for infrastructure, development platforms, and software) 
makes that a reality. The third element (it’s a big one) is integration with Big 
Data. Analytics that are being run in platforms such as Hadoop do not live in 
isolation from the type of questions and work that is being done in data 
warehousing. These technologies work in concert, and workflows between 
the two need to exist on a continuum for businesses to unlock the deep and 
actionable insight that is within reach. The fourth element in IBM’s cloud 
vision is a unified experience. As we show in Figure 3-10, the integration hooks, 
interoperability, migration services, consistent and elastic infrastructure, and 
platform services layers that IBM’s cloud solution has in place (and contin-
ues to develop) offer a truly holistic and unified experience for developers 
and enterprise customers alike.
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No other competitor in the cloud space can offer an equally rich as-a-
service environment with solutions that are designed for the enterprise, and 
still remain open to emerging technologies from partners and third-party 
vendors. Cloud used to be a term that was surrounded by hype, but over the 
years, the as-a-service model has transformed business challenges that had 
remained unsolved for decades into new sources of opportunity and reve-
nues; quite simply, this proves that cloud is beyond the hype. As competi-
tors race to stitch together their own offerings, IBM customers are already 
designing apps and composing solutions with a Bluemix fabric, consuming 
software as a service functionality on top of a SoftLayer infrastructure that 
lives in the cloud.
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Figure 3-10 IBM’s cloud portfolio delivers a holistic approach to deeply integrated 
infrastructure, platform, and software as a service environments that is unrivalled in 
scalability, availability, and performance.
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4
The Data Zones Model:  

A New Approach to 
Managing Data

The Big Data opportunity: Is it a shift, rift, lift, or cliff? We think it is a mat-
ter of time until you are using one (ideally two) of these words to describe the 
effect that Big Data has had on your organization and its outcomes. Study 
after study proves that those who invest in analytics outperform their peers 
across almost any financial indicator that you can think of: earnings, stock 
appreciation, and more. Big Data, along with new technologies introduced 
by the open source community and enhancements developed by various 
technology vendors, is driving a dramatic shift in how organizations manage 
their analytic assets. And when it’s done right, it has the effect of lifting those 
organizations’ Analytics IQ, our measure for how smart an organization is 
about analytics.

A common challenge to any organization investing in its Analytics IQ has 
been providing common access to data across the organization when the 
data is being generated in various divisional and functional silos. In a social-
mobile-cloud world, this question hasn’t changed, but its answer certainly 
has. Historically, the answer to this question was to make the enterprise data 
warehouse (EDW) the center of the universe. The process for doing this had 
become fairly standardized too. If companies want an EDW, they know what 
to do: Create a normalized data model to make information from different 
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sources more consumable; extract required data from the operational sys-
tems into a staging area; map the data to a common data model; transform 
and move the data into a centralized EDW; and create views, aggregates, 
tiers, and marts for the various reporting requirements.

Over time, various challenges to this approach have given rise to some 
variations. For example, some organizations have attempted to move their 
data transformation and normalization processes into the warehouse, in 
other words, shifting from extract, transform, and load (ETL) to extract, load, 
and transform (ELT). Some organizations invested more heavily in opera-
tional data stores (ODSs) for more immediate reporting on recent operational 
and transaction-level data.

As organizations began to do more predictive analytics and modeling, 
they became interested in data that was not necessarily in the EDW: data sets 
whose volumes are too large to fit in the EDW, or untouched raw data in its 
most granular form. For example, consider a typical telecommunications 
(telco) EDW. Perhaps the most granular data in a telco is the call detail record 
(CDR). The CDR contains subscriber data, information about the quality of 
the signal, who was called, the length of the call, geographic details (location 
before, during, and at the end of the call), and more. Because this data is so 
voluminous—we’re talking terabytes per day here—it can’t possibly reside 
in the EDW. The data that ends up in the EDW is typically aggregated, which 
removes the finer details that a data scientist might require. This data is also 
likely to be range-managed; perhaps only six to nine months of the data is 
kept in the EDW, and then it’s “rolled out” of the repository on some sched-
uled basis to make room for new data. As you can imagine, this approach 
makes it tough to do long-term historical analysis.

Analytics teams respond to such challenges by pulling down data directly 
from both operational systems and the data warehouse to their desktops to 
build and test their predictive models. At many organizations, this has cre-
ated a completely separate path for data that is used for analytics, as opposed 
to data that is used for enterprise reporting and performance management. 

With data center consolidation efforts, we’ve seen some organizations that 
make use of a specific vendor’s warehousing technology load their EDWs 
with as much raw source system data as they can and then use the ware-
house mostly for data preparation (this is where the ELT we mentioned ear-
lier is used). As you can imagine, if an EDW is to be a trusted and highly 
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responsive repository of information, saddling it with data preparation tasks 
and stale data drives up costs. In fact, we’ve seen some clients appropriate up 
to 60 percent of these systems’ resources to simply manage cold untouched 
data or data transformation work. Figure 4-1 summarizes such a traditional 
architecture for enterprise data management.

EDWs didn’t become problematic overnight. These shifts have been a 
gradual evolution. The high-level architecture and the overall approach to 
EDWs have been fairly constant…until recently, that is, when Big Data 
changed things. To synergize and optimize a modern-era analytics architec-
ture, you have to think in zones—separate areas for storing, processing, and 
accessing your information based on their particular characteristics and pur-
poses. These zones foundationally sit on the polyglot environment discussed 
in Chapter 2, but they also need data refinery services and governance, real-
time processing, and more. What’s more, they need to be able to access the 
foundation (or leverage capabilities) off premise in the cloud, on premise, and 
more likely in a hybrid environment that includes both, with the capability to 
burst into the cloud as needed. If you’re familiar with The Zone diet, which 
advocates balance with respect to the source of your daily caloric intake in the 
form of carbohydrates, proteins, and fats, it’s the same kind of thing. The data 
zones model that we talk about in this chapter is designed to deliver a bal-
anced calibration of the right technology, economic cost curves, and data 
preparation whose confluence boosts your organization’s Analytics IQ.

Operational
Systems
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Predictive Analytics
and Modeling
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Information Movement and Transformation
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Figure 4-1 A traditional approach to enterprise data management
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Challenges with the Traditional Approach
The biggest challenges that organizations are facing with the traditional EDW 
approach can be placed into three categories: agility, cost, and depth of insight.

Agility
Agility matters. It’s critical in sports, politics, organizational effectiveness, 
and more. Agility is really a measurement of the ability to adapt or change 
direction in an efficient and effective manner to achieve a targeted goal. In 
fact, agility is so important that almost every role-playing game (RPG) has 
some sort of key performance indicator to measure a character’s ability to 
carry out or evade an attack or to negotiate uneven terrain. Organizations are 
discovering that with traditional EDW approaches, it takes too long to make 
information available to the business. A common complaint from most busi-
ness users is that any time they make a request for some additional data, the 
standard response is that it will take at least “several months” and “more 
than a million dollars”…and that’s even before they share their specific 
requirements! But if you think about what it takes to make new information 
available in this kind of environment, responses like this are actually not as 
unreasonable as they might initially sound. At this point, we are beginning to 
feel a little sorry for operational teams because they really do get it from both 
ends: Developers don’t want to wait on them (Chapter 2) and neither does 
the line of business (LOB). We think that IT ops is like parenthood, which is 
often a thankless job.

In the traditional “EDW is the center of the universe” architecture, if a 
LOB requires additional data to investigate a problem, several steps need to 
be taken. Of course, before even getting started, you have to figure out 
whether the required data already exists somewhere in the EDW. If it doesn’t, 
the real work begins.

You start by figuring out how the new data should fit into the current nor-
malized data model. You will likely need to change that model, which might 
involve some governance process in addition to the actual tasks of modifying 
the database schema. The next step (we hope) is to update the system’s docu-
mentation so that you can easily identify this data if you get a similar request 
in the future. Of course, the database schema changes aren’t in production 
yet; they are in some testing process to ensure that the required changes 
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didn’t break anything. After you are confident that you can deliver on the 
LOB’s request, you need to schedule these changes in production so that they 
don’t impact any business-critical processes. What about total time? It 
depends on your environment, but traditionally, this isn’t an hour or days 
measurement; in fact, weeks would be remarkably good. Our scenario 
assumes you have all the data lined up and ready to go—and that might not 
even be the case.

After you’ve taken care of the “where the data will go” part, you have to 
figure out where and how to get the data. This typically involves multiple 
discussions and negotiations with the source system owners to get the data 
feeds set up and scheduled based on the frequency and timeliness require-
ments of the business. You can then start working on how to map the source 
data to your new target model, after which you have to start building or 
updating your data integration jobs.

After all this is done, your new data is finally available. Only at this point 
can you start building queries, updating reports, or developing analytic 
models to actually leverage the new data. Tired yet? Sound familiar? What 
we are talking about used to be the status quo: The zones model this chapter 
introduces you to is about turning the status quo on its head, in the name of 
agility, insights, and economies of scale.

This is a major reason why organizations continue to see new databases 
pop up across various LOBs and continue to experience data sprawl chal-
lenges even after investing in the ideal EDW. Remember, just like developers, 
business users require agility too. If IT ops doesn’t deliver it to them, they 
will go and seek it elsewhere. Agility is one of the reasons that investing in a 
data zones model is a great idea.

Cost
No one ever suggested that EDWs are cheap. In fact, an EDW is one of the 
most expensive environments for managing data. But this is typically a con-
scious decision, usually made for very good reasons (think back to the gold 
miner discussion we had in Chapter 1). High-end hardware and storage, 
along with more advanced, feature-rich commercial software, are used to 
provide the workload management and performance characteristics needed 
to support the various applications and business users that leverage this 
platform. These investments are part of a concerted effort to maintain the 
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reliability and resilience that are required for the critical, enterprise-level 
data that you have decided to manage in the EDW. In addition, as mentioned 
earlier, ensuring that you provide the consistent, trusted information that is 
expected from this investment drives up the effort and costs to manage this 
environment. Although EDWs are important, they are but a single technol-
ogy within a polyglot environment.

Another thing about the “EDW is the center of the universe” approach is 
that organizations continuously have to add more and more capacity as the 
amount of data they are capturing and maintaining continues to rise and as 
they deliver additional reporting and analytic solutions that leverage that 
data. Companies are starting to realize that they will need to set aside sig-
nificant amounts of additional capital budget every year just to support the 
current needs of the business, let alone the additional reporting or analytical 
requirements that continue to arise. Often, there isn’t a clear understanding 
of the impact of the new applications and analytics that are being developed 
by the LOB. As a result, organizations can unexpectedly run into capacity 
issues that impact the business and drive the need for “emergency” capital 
expenditures, which are usually more costly and don’t provide the flexibility 
to accommodate alternative approaches.

The cost issues all come down to this question: “Do you need to incur 
these high costs for all of your data, or are there more cost-effective ways to 
manage and leverage information across the enterprise?”

Depth of Insight
The third category of challenges that organizations face with the traditional 
EDW approach is related to the maturity and adoption of current approaches 
to enterprise data management. Initially, the organizations that invested in 
aggregating data for analysis and establishing an enterprise view of their 
business were able to drive competitive advantage. They were able to gener-
ate new insights about their customers and their operations, which provided 
significant business value. However, the early adopters are starting to see 
diminishing returns on these investments as their peers catch up.

Organizations are looking for new ways to deliver deeper, faster, and 
more accurate insights. They want to incorporate larger volumes of data into 
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their analyses. They want to be able to leverage different types of informa-
tion that are not necessarily structured or suited for a typical relational data-
base. And they want to be able to generate insights much more quickly, often 
in real time. The world simply doesn’t fit into neat and tidy rows and col-
umns anymore—in fact, it never did! There’s a great deal of semistructured 
and unstructured data out there, waiting to be harvested, that can take an 
organization’s Analytics IQ to the next level.

Unfortunately, the historic approach to managing enterprise information 
has not lent itself to addressing most of these requirements. And those that 
could potentially be addressed by current systems cannot usually be 
addressed cost effectively. In some cases, costs grow because IT tries to man-
age unstructured data as though it were structured data, essentially trying to 
push a square peg into a round hole.

While many organizations have tried to make the EDW the center of the 
universe, forward-looking, data-driven organizations are now starting to 
realize that this might no longer be the right approach, given business 
requirements for more rapid response times, the growing volumes and com-
plexity of data, and competitive demands. A shift toward purpose-built com-
ponents is required to more effectively manage costs and compete in today’s 
market.

Next-Generation Information  
Management Architectures
Next-generation (NextGen) architectures for managing information and gen-
erating insight are not about a single technology. Despite what some people 
think, Big Data does not equal Hadoop. Hadoop does play a major role in 
NextGen architectures, but it’s a player on a team. There are various tech-
nologies, along with alternative approaches to managing and analyzing 
information, that enable organizations to address the challenges we have dis-
cussed and to drive a whole new level of value from their information.

The most significant transformation affects how data is maintained and 
used in different zones, each supporting a specific set of functions or work-
loads and each leveraging a specific set of technologies. When you have 
these zones working together with data refinery services and information 
integration and governance frameworks, you’ll have a data reservoir.
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Prepare for Touchdown: The Landing Zone
One of the most critical zones in a NextGen analytics architecture is the 
“landing” zone. It is fair to say that most organizations have already put in 
place some type of staging or landing area for their data, but it is the Next-
Gen approach that is going to dramatically change your business. In the past, 
data from operational systems was copied to a “dumb” staging area, which 
was often an FTP server. These files had to be extracted, transformed, and 
loaded into some structured data repository before the data could be accessed 
or used. An alternative attempt to streamline this rigid process involved put-
ting the data files directly into a database. But this approach still required an 
understanding of the existing source schema and configuration efforts in the 
target database to match that schema.

The landing zone is an area where Hadoop can play a central role. Organiza-
tions are beginning to discover that by landing all of the data from their opera-
tional systems in Hadoop, they can just “dump” the data as is, without having 
to understand the schema in advance or to set up any table structures, but still 
maintain the ability to access and work with the data. So, in essence, Hadoop is 
enabling companies to create smarter, more functional landing zones.

Some organizations are leveraging this enhanced capability to transform the 
way they respond to requests for more data from the business. They are shifting 
from selectively extracting specific data from operational systems to copying all 
of the data from their operational systems to this new Hadoop-based landing 
zone. Then, when the business asks for additional data, they point directly to 
the landing zone to provide more immediate access to the data. When you 
know exactly what data is needed to address the specific business problem in 
question, the data can be transformed and moved into a more refined state or 
repository. For example, perhaps a raw data set was “discovered” in the refin-
ery. A LOB user could “massage” this data and chose to transform it, leveraging 
parts of the IBM DataWorks catalog. At this point she could then spin up a 
dashDB analytics service in the cloud in minutes and start to investigate the 
data. This type of approach requires sophisticated exploration capabilities, as 
well as on premise and off premise modality.

If all data lands in Hadoop, the data in its rawest form can be made avail-
able to those groups of users who were becoming frustrated at being pro-
vided with only aggregated data related to their problem domain—which is 
the focus of the next section.
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Into the Unknown: The Exploration Zone
Landing data in Hadoop is powerful—and it is not just because of the eco-
nomic benefits. Hadoop provides the ability to actually do something with 
the data prior to it being transformed or structured. This is a key aspect of 
Hadoop. It also happens to be a key value proposition in IBM’s Big Data and 
Analytics platform: Hadoop is also for discovery and analytics. Most vendors 
in the Hadoop space agree with this concept; however, there are two notable 
traditional warehouse vendors that go to great lengths to portray Hadoop 
solely as a data preparation platform and mostly ignore its potential as a plat-
form to accelerate discovery and analytics.

Right after data lands in Hadoop, you can make the data accessible and 
start generating some value prior to defining a schema. (This is why Hadoop 
is generally classified as a schema-later paradigm, whereas the relational 
world is generally classified as a schema-first paradigm; see Chapter 2 for 
more details.) Because Hadoop easily accommodates any data shape you can 
think of, the analytics performed in Hadoop can be very broad and rich. For 
example, imagine being able to merge system-of-record (SoR) order details 
with system-of-engagement (SoE) data that includes free-form text (such as 
call center notes and description fields), or customer contact emails, web 
logs, call recordings, client-initiated video uploads for diagnostics, and so 
on. A customer care worker who has access to all of these assets is in a much 
better position to deliver effective client service and address the problem at 
hand—we call this a 360-degree view of the client. Think about that telco 
example we referenced earlier. Data scientists want to reach deep into the 
data in an attempt to discover correlations or insights, build prediction mod-
els, and so on. A typical telco stores about nine months of rolling data in their 
EDW—and it’s not at the granularity of the CDR either. It’s typically some 
aggregated higher-level obscure data; this type of zone enables users to 
explore the raw data in its truest form—and that is why we call it the explora-
tion zone.

Organizations are starting to discover that there is a lot of data that strad-
dles the line between the structured and unstructured worlds. There is a lot 
of data flowing through organizations that consists of elements that, by 
themselves, might be considered structured, but are combined in semistruc-
tured containers, often in key/value (K/V) pairs in delimited text files, such 
as JSON, XML, or other similar formats. Some examples include log files, 
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clickstream sessionization details, machine- and sensor-generated data, 
third-party data feeds, and so on. And when you have all of this information 
available, you can start enabling knowledge workers to explore and navigate 
that data directly in a zone. This is where initial exploration often begins and 
is typically the best place for LOB analysts to discover what data is actually 
out there and might be available for further analysis.

You can start to see how a zone architecture that is polyglot based can help 
boost an organization’s Analytics IQ. Traditional relational reporting sees a 
structure built to store the data—the reporting is often repeatable. In con-
trast, in this zone, activity is interactive and exploratory and the data is the 
structure. In fact, you may not even know what you are looking for; in other 
words, you don’t even have a hypothesis to test. This is the methodology 
strongly associated with the RDBMS world. In this zone, data leads the way; 
you explore it all at will, and hope to discover or identify correlations you 
may have never even thought of before. 

For example, Figure 4-2 shows clickstream data that can be used to perform 
sessionization analysis to better understand shopping cart abandonment.

You can see how the clickstream data in Figure 4-2 has some structure, yet 
this kind of data is perfect for Hadoop exploration. This figure shows how 
the Hadoop MapReduce framework can be used to categorize the web clicks 
for each visitor and also study those visitors who populated a shopping cart, 
waited a certain amount of time, and then abandoned it. Note how rich the 
data is—not only does it include the breadcrumb trail on the vendor’s web 
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site, but it has spatial information (IP addresses) and temporal information 
(time stamps). Understanding data like this, across millions of users, could 
enable an organization to zoom in on why potential customers abandon their 
carts at the shipping calculation phase of their purchase. We’ve all been 
there—we thought we got a great online deal only to find that shipping was 
four times the price. Perhaps this organization could offer extra discount pro-
motions. For example, it could give a point-in-time offer for free shipping if 
you spend $100 or more today.

However, the greater value comes when you start combining all of these 
different types of data and when you start linking your customer’s transac-
tions to their path through your web site—this is called pathing. Data includes 
comments from call center notes or emails, insights from linking the daily 
output of different production facilities to the condition of production equip-
ment, machine sensor data, and environmental data from weather feeds. 
When you consider that our example shows only a small portion of the input 
data available for analysis, you will understand where Big Data gets its name. 
You have volume, you have variety, and you have velocity (clickstreams are 
typically measured in terabytes per day). 

The landing zone should really be the place where you capture and store 
the raw data coming from various sources. But what do you do with the 
metadata and other information extracted from your unstructured data? 
And where do you create these linkages and maintain some type of structure 
that is required for any real analysis? Guess what? Metadata is cool again! It’s 
how you understand the provenance of your data; it’s how you announce 
data assets to the community (those data sets that are refined, and those left 
raw for exploration). We cover this in Chapter 13.

A separate set of “exploration” zones is emerging to provide the aforemen-
tioned capabilities, enabling different groups of users across the organization 
to combine data in different ways and to organize the data to fit their specific 
business needs. It also provides a separate environment to test different 
hypotheses or discover patterns, correlations, or outliers. Such an environment 
lets the data lead the way. We call it a sandbox.

These sandboxes become virtualized and agile testing and learning envi-
ronments where you can experiment with data from the landing zone in 
various combinations and schemas, incorporating additional information 
that has been generated from the less structured data. These data sets can be 
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more fluid and temporary in nature. Sandboxes provide a place where vari-
ous groups of users can easily create and modify data sets that can be 
removed when they are no longer needed.

We are great proponents of sandboxes because they encourage us to fail, 
and fail fast. That caught you off-guard, right? Much can be learned from 
failure, and in yesterday’s environments, because it cost so much to fail, we’ve 
become afraid of it. Some of the world’s greatest accomplishments came after 
tremendous failures. Thomas Edison developed more than 10,000 prototypes 
of the lightbulb. James Dyson’s iconic vacuum cleaner made it to market after 
5,126 prototypes. And Steven Spielberg was rejected by the University of 
Southern California three times until he changed direction and started to 
make movies! Hadoop and cloud computing have changed the consequences 
of failure and afford new opportunities to learn and discover. This is why it’s 
called a sandbox—go on and play, and if you find something, explore!

When leveraging Hadoop to host an exploration zone, the zone might be 
just another set of files that sits on the same cluster as the landing zone, or 
you can create different data sets for different user communities or LOBs. But 
you could also establish exploration zones on different clusters to ensure that 
the activities of one group do not impact those of another. What’s more, you 
could leverage IBM BigInsights for Hadoop’s multitenant capabilities that 
were designed for this very purpose (details in Chapter 6).

Of course, Hadoop is not the only place for doing exploration. Although 
Hadoop can be attractive from a cost and data preparation perspective, it might 
not provide the required performance characteristics, especially for deeper ana-
lytics. In-memory columnar technologies such as IBM’s BLU Acceleration 
(learn about BLU in Chapter 8) are key instruments in any exploration architec-
ture. Discovery via a managed service is key to a NextGen architecture since it 
provides an agile delivery method with LOB-like consumption—IBM Watson 
Analytics and dashDB are services we wholly expect to be part of such an archi-
tecture. Finally, there is an opportunity to leverage other fit-for-purpose envi-
ronments and technologies, such as analytic appliances, instead of setting up 
exploration in the more expensive EDW counterparts.

Into the Deep: The Deep Analytic Zone
The need to go beyond Hadoop is even more important when you get into 
more complex analytical workloads that require higher performance. The 
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exploration zone is a great place to do your initial, high-level analysis. But 
when you want to take things to the next level, developing complex models 
and performing more advanced analytics, you will want to continue to lever-
age RDBMS technologies as part of your analytics architecture. That said, 
you should consider offloading these processes from your EDW to flatten the 
associated cost curves, optimize performance, and minimize the impact on 
other enterprise reporting and performance management applications that 
have been the bread and butter of the warehouse.

Different systems are proving to be more suited for these types of analytic 
workloads. Analytic appliances, such as the IBM PureData System for Ana-
lytics (powered by Netezza technologies), dashDB, and so on were designed 
from the ground up for analytics rather than standard query and reporting 
needs. These appliances typically provide alternative approaches to index-
ing data, such as not creating indexes at all! Not only do they store data in a 
way that is more suited to parallel processing, they deeply embed analytical 
functions into the core of their processing engines. They also often provide 
various accelerators, sometimes hardware based, to decompress and process 
queries in a manner that dramatically improves performance.

These appliances eliminate DBA activities that are typically required to 
optimize performance and simplify installation and upgrade processes, 
thereby reducing the overall cost of ownership. The cloud is having an 
impact here too: Clients want to be able to burst some of their analytical func-
tions into the cloud or host some of this data off premise. IBM’s dashDB is all 
about offering on premise, off premise, or hybrid round-trip analytics func-
tionality for this very purpose. We think IBM is significantly ahead of the 
marketplace in this critical area. We know of no other vendor that enables 
you to seamlessly burst into the cloud and leverage round-trip APIs and 
interfaces for data that resides on premise or off premise.

Curtain Call: The New Staging Zone
Before the advent of NextGen information management architectures, land-
ing and staging areas were more or less identical because they were simply a 
place to put data that was captured from source systems prior to being trans-
formed or loaded into an EDW. However, with the added capabilities of 
Hadoop-based systems, much more is possible.
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To make data from your different source systems available for reporting 
and analysis, you need to define a target data model and transform the data 
into the appropriate structure. In the past, a typical data transformation pro-
cess involved one of two approaches. The first approach was to extract the 
data from where it had landed into a separate system to perform the transfor-
mation processes and then to deliver the transformed data to the target sys-
tem, usually a data warehouse or mart. When a large volume of data is 
involved and many transformations are required, this process can take a long 
time, create a complex and fragile stack of dependencies, and more. Many 
companies have become challenged by the long batch processing times that 
are associated with this approach. In some cases, the available batch win-
dows are exceeded; in other cases, the required transformations are not com-
plete before the next day’s processing is set to begin.

The other approach was to move the required data into the target data ware-
house or mart and then to leverage the “in-database” processing capabilities to 
perform the transformations—this is sometimes appealing to clients whose 
transformation logic is SQL-rich since an RDBMS is very good at parallelizing 
data. Although this initially helps to speed up some data transformations, it 
can often increase the complexity and cost. It drives up the data storage and 
processing requirements of the data warehouse environment and impacts the 
performance of other critical EDW applications. Because of the drain on capac-
ity, many companies have found themselves once again faced with challenges 
around processing times. Finally, when you consider IBM’s Big SQL stand-
alone MPP query engine for Hadoop (Chapter 6), you can see that, for the most 
part, the future of transformation is not in the EDW; it’s too expensive and 
consumes too many high-investment resources.

Our point is that there are different classes (or tiers) of analytical process-
ing requirements. Tiers that deliver the most performance are likely to cost 
more than those that can’t meet speed-of-thought response times or stringent 
service level agreements (SLAs). If you are investing in a platinum analytics 
tier that provides the fastest performance for your organization, then we sug-
gest you keep it focused on those tasks. Having a platinum tier prepare data 
or having it house data that is seldom queried isn’t going to yield the best 
return on your investment. Keep in mind that the more transformation work 
you place in the EDW, the slower it will be for those LOB users who think 
they are leveraging a platinum-rated service. 
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Organizations are finding that they can include Hadoop in their architec-
ture to assist with data transformation jobs. Instead of having to extract data 
from where it has landed to perform the transformations, Hadoop enables 
the data to be transformed where it is. And because they leverage the parallel 
processing capabilities of Hadoop (more on that in a bit), such transforma-
tions can often be performed faster than when they are done within the EDW. 
This provides companies with the opportunity to reduce their required batch 
window time frames and offload processing from a platinum-tiered system. 
Faster processing and reduced costs…that’s a potential win-win scenario!

We want to say a couple of things here with respect to Hadoop as a data 
preparation platform and why we just said the word potential—you can think 
of this as an appetizer for Chapter 13. We aren’t proposing that you toss out 
your integration tools. In fact, Gartner has been very public about Hadoop on 
its own being used as a data integration platform and how such an approach 
demands custom code, requires specialized skills and effort, and is likely to 
cost more. And the famous Dr. Ralph Kimball (the godfather of data ware-
housing) noted in a Cloudera web cast that Hadoop is not an ETL tool. Our 
own personal experience with a pharmaceutical client saw a mere two days of 
effort to compose a complex transformation with a set of integration services, 
compared to 30 days for a roll-your-own, hand-coding Hadoop effort—and 
the two-day effort ran faster too! So, here’s the point: Data integration isn’t 
just about the run time; it’s about a graphical data flow interface, reusability, 
maintainability, documentation, metadata, and more. Make no mistake about 
it, the data integration tool that you select must be able to work with data in 
Hadoop’s distributed file system (HDFS) as though it were any other data 
source and even be able to leverage its scalable parallel processing frame-
work. But here’s the thing: We’ve seen other parallel frameworks vastly out-
perform MapReduce for data transformation. And if the transformation is 
heavy on the SQL side, it actually might make sense to do the transformation 
in the EDW itself or in a separate, dedicated, parallel-processing data integra-
tion engine (not always, but sometimes). The IBM Information Server plat-
form (and its associated as-a-service IBM DataWorks capabilities) is this kind 
of integration tool. It enables you to compose and document transformations once 
and then run them across a wide range of parallel processing frameworks, 
choosing the one that makes the most sense—Hadoop, a relational database, 
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a NoSQL database, or within its own processing framework. Hadoop is 
indeed a great contributor to data preparation, but it’s just part of the solution.

Can you see the flow between zones at this point? Data from source sys-
tems finds its way into your organization through a “landing” zone, some of 
the information is combined in an “exploration” zone (i.e., sandboxes), and 
the information required for enterprise reporting and performance manage-
ment is then transformed into the target data model and put into a “staging” 
zone, from which it can be loaded directly into the data warehouse or mart (or 
surfaced through Hadoop to the LOB). This staging zone is typically main-
tained in the same Hadoop system where the data has landed, but it has a 
structure that matches the target system rather than the source systems, like 
in the landing zone.

Having a lower-cost environment where data can be effectively processed 
and put into its target model provides substantial benefits. Not only does it 
streamline and lower the cost of transforming data, it also opens the door to 
new analytic possibilities.

You Have Questions? We Have Answers!  
The Queryable Archive Zone
Hadoop is also a great archiving area. And if all your data is staged in Hadoop 
as described earlier, you are effectively creating a day zero archive. Rolling 
data out of a traditional EDW requires effort. If all data in the EDW has been 
initially staged in Hadoop (and you maintain effective metadata), you can 
simply purge stale data from the EDW. 

Pop quiz—what is one of the most popular features being requested for 
NoSQL data stores such as Hadoop? Full SQL access! To be fair, NoSQL today 
is really meant to convey the idea of “not only” SQL, but the majority of these 
systems still rely on low-level query or programming languages. They do not 
support the significant investments that most organizations have made in 
standards-based SQL skills and tool sets.

From a Hadoop perspective, organizations initially started leveraging the 
very basic SQL capabilities that are available through Apache Hive, and this 
enabled them to start querying Hadoop data by using commercial off-the-shelf 
(COTS) tools. Most of them found the performance and level of SQL support 
to be inadequate. An initiative codenamed “Stinger” was intended to make 
Hive faster and more SQL-complete, but it still has significant limitations.
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There is also a movement by multiple vendors to create various SQL pro-
cessing engines for Hadoop. IBM’s offering is called Big SQL. We cover this 
capability in Chapter 6, but will say here that there is no other solution in the 
Hadoop space whose SQL support is as complete or as compatible with exist-
ing, standards-based interfaces. In fact, the IBM Big SQL technology was able 
to run all 22 TPC-H and all 99 TPC-DS queries without changes or work-
arounds. These are open data warehousing benchmarks that various Hadoop 
vendors are using as proof points for scalability and SQL compatibility. If 
you’re looking into this space, you will find that no other vendor can match 
what IBM has done. Performance is even significantly better than other SQL 
solutions for Hadoop. IBM has been in the SQL parallelization and optimiza-
tion game for almost half a century; in fact, IBM invented SQL!

The queryable archive zone was initially envisioned for the ability to find 
economies of scale and cost savings by leveraging the same reports and inter-
faces in Hadoop that you already have in place on the EDW (assuming that 
the data is in the same structure and data model). The initial interest in a 
queryable archive undoubtedly was because of the costs associated with the 
EDW and the sheer volume of data that needed to be maintained.

Before Hadoop, organizations took various steps to reducing these costs, 
such as archiving older data that is less frequently accessed. Such “cold” data 
is often put on lower-tier storage or removed from the system. Although 
such data can usually be restored if it is needed in the future, this typically is 
not a straightforward process, and it is often the case that organizations 
won’t bother with it unless it becomes absolutely necessary. But with the 
ability to store data in a much less expensive environment where it can be 
accessed through standard SQL interfaces, the historical and detail-level data 
that accounts for the largest data volumes can now be offloaded from the 
EDW without requiring it to be “restored” whenever someone wants to 
access it.

Although SQL access to Hadoop plays a role in querying older data, it’s also 
a rich and powerful interface for querying any data, in any zone, and that’s 
where we are seeing the most traction. Hadoop gives you a lot of options!

Of course, the performance of queries running in Hadoop isn’t likely to be 
equal to the performance of the same queries running in a relational store; 
however, for less frequently accessed data, this might be an acceptable com-
promise, given the cost savings. It all comes down to your SLA.
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There are two ways to establish a queryable archive in Hadoop. The first 
approach is to follow standard archiving procedures, archiving the data into 
Hadoop instead of some alternative storage medium. Considering all the 
data storage cost models that are associated with Hadoop, we’ll often refer to 
Hadoop as “the new tape.” If you follow this approach, you can leverage 
your established processes for moving data to lower-cost storage. And 
because the data can easily be accessed with SQL, you can move data off the 
EDW much more aggressively. For example, instead of archiving only data 
that is older than seven years, you can archive data that is older than two 
years. And maybe you can start moving detail-level data even sooner. The 
IBM InfoSphere Optim product suite has been enhanced with Hadoop as a 
key repository for the archiving process, supporting HDFS as a repository for 
archived files. We discuss archiving, Hadoop, and information lifecycle man-
agement in Chapter 13.

The second approach for establishing a queryable archive in Hadoop 
involves creating the aforementioned day zero archive. Consider all the zones 
we’ve introduced so far. If you were to transform your overall data architec-
ture to establish landing and staging zones, your staging zone could actually 
become a queryable archive zone. In other words, you could create your 
archive on day zero! If you create a load-ready staging zone, where the data 
structure and model matches, or can easily be mapped to the structure and 
model of your EDW, you essentially have a copy of most of the data in your 
EDW already in Hadoop—and in a queryable format. You can maintain that 
data there instead of archiving data from the EDW. You can then just delete 
unneeded older data from the EDW. The data will still reside in the Hadoop 
staging zone, which now is also your queryable archive zone. Even if you 
choose not to instantiate a mirror data model of the EDW, the data is still 
captured, and you can use metadata and SQL to retrieve it as needed.

Most organizations do not build their EDW from scratch, nor are they just 
getting started in this space. We have found that, in most cases, it is a gradual 
process and culture shift to get to a day zero archive architecture. We recom-
mend starting small and learning “the ropes.” Perhaps choose a limited subject 
area and perform an initial archiving of the data from your existing EDW. Most 
organizations already have multiple data transformation processes in place 
and cannot begin using new landing and staging zones, as outlined here, right 
away. But having a set of integration tools and services that works with HDFS 
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as well as it works with an RDBMS enables you to change the execution engine 
for the transformations without rewriting thousands of lines of code. You 
might prefer to start with the first approach outlined earlier (following stan-
dard archiving procedures), but moving toward the second approach (creating 
a day zero archive) should be part of your longer-term plan.

In Big Data We Trust: The Trusted Data Zone
As you have likely figured out by now, there are many opportunities to 
offload data and processes from the EDW, and these options can dramati-
cally reduce costs and provide greater agility. An EDW should not be forced 
to do things that it wasn’t designed to do efficiently. We’ll go so far as to say 
that the suggestions we outline in this chapter free the EDW to do what it 
was really designed to do: provide a “trusted data” zone for your most criti-
cal enterprise information.

Although these other “zones” and technologies will help you to reduce 
costs and provide greater agility to your business, you still need a reliable, 
robust, well-performing environment where you can establish a harvested, 
consolidated view of information from across the enterprise. Whether it is to 
address regulatory compliance reporting, understand and report on the 
financial performance of your business, or make strategic decisions about 
where to invest your resources, there are always going to be certain aspects 
of an organization that rely on absolute truths and that require reliable and 
quick responses. This is why we believe our zone architecture enables EDWs 
to return to what they were truly designed for and what they do best.

So, as organizations evolve their architectures and put in place fit-for- 
purpose zones to address the different functional and nonfunctional require-
ments of various business needs, it will be important to have a “trusted data” 
zone. And this zone is best served by the more traditional EDW offerings that 
have been evolving over the past several decades.

A Zone for Business Reporting
One thing that will remain the same is the need to create different data struc-
tures and reports to support the specific needs of different business and func-
tional units across an organization. Although there is value in creating an 
enterprise view, each unit needs to understand its operations and performance 
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on its own terms. Companies have historically addressed this by creating dif-
ferent data marts or separate views on the EDW to support these different 
business-reporting requirements.

This requirement will not go away, and the approach will remain fairly sim-
ilar. Organizations will continue to maintain “business reporting” zones and 
will, at least for the immediate future, continue to rely on relational databases. 
The biggest advancement in this area is likely to be the use of in-memory  
technologies to improve query performance. Many business users have com-
plained about the time it takes to run reports and get information about their 
business operations. To address this, some organizations are starting to lever-
age in-memory technologies as part of their operational systems so that they 
can report on those systems without impacting core operational processes. 
Others are starting to leverage in-memory databases for their actual data marts 
and improving response times, especially when reviewing business perfor-
mance across multiple dimensions.

This is where the BLU Acceleration technology and the IBM managed 
dashDB service play such a crucial role in business reporting. They are 
designed from the ground up to be fast, to deliver incredible compression 
ratios so that more data can be loaded into memory, to be agile, and to be 
nearly DBA-free. With BLU Acceleration, you don’t spend time creating per-
formance-tuning objects such as indexes or materialized views; you load the 
data and go. This keeps things agile and suits LOB reporting just fine.

Finally, for data maintained on premise, the addition of BLU Acceleration 
shadow tables in the DB2 Cancun Release further extends the reporting capa-
bilities on operational data by enabling the creation of in-memory reporting 
structures over live transactional data without impacting transactional per-
formance. This latest enhancement reinforces the theme of this chapter: There 
are multiple technologies and techniques to help you deliver an effective 
analytics architecture to your organization.

From Forecast to Nowcast: The Real-Time 
Processing and Analytics Zone
The need to process and analyze data in real time is not something new, and 
products for performing real-time analytics, such as the many complex event 
processing (CEP) engines that are offered by various vendors, have been 
available for a while. However, the costs, complexity, and limitations that are 
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often associated with “real-time” capabilities have often restricted the appli-
cation of vanilla CEP technologies to the fringe use cases where the effort and 
investment required could be justified.

Big Data, along with some of its related evolving technologies, is now driv-
ing both the demand and the opportunity to extend these capabilities to a 
much broader set of mainstream use cases. As data volumes explode and orga-
nizations start dealing with more semistructured and unstructured data, some 
organizations are discovering that they can no longer afford to keep and store 
everything. And some organizations that used to just discard entire data sets 
are realizing that they might be able to get value from some of the information 
buried in those data sets. The data might be clickstreams generated from con-
stantly growing web traffic, machine-generated data from device and equip-
ment sensors being driven by the Internet of Things, or even system log files 
that are typically maintained for short periods of time and then purged.

New capabilities have emerged to address this need, enabling companies 
to process this data as it is generated and to extract the specific information 
required without having to copy or land all of the unneeded data or “noise” 
that might have been included in those feeds. And by incorporating analytic 
capabilities, organizations can derive true real-time insights that can be acted 
upon immediately. In addition, because there is so much focus on harvesting 
analytics from data at rest, people often miss the opportunity to perform 
additional analytics on the data in motion from what you learned through 
analytics on the data at rest. Both of these potential game changers under-
score the need for a real-time processing and analytics zone.

The real-time processing and analytics zone, unlike some of the other 
zones, is not a place where data is maintained, but is more of a processing 
zone where data is analyzed or transformed as it is generated from various 
sources. Some organizations use this zone to apply transformations to data 
as it hits their doorsteps to build aggregated data structures on the fly. 
Whereas the raw data that is generated by those sources is the input, the 
output can be either a filtered set of that data, which has been extracted, or 
new data that was generated through analytics: in short, insight. This data 
can be put into one of the other zones for further analysis and reporting, or it 
can be acted upon immediately. Actions could be triggered directly from 
logic in the real-time processing and analytics zone or from a separate deci-
sion management application. This powerful zone is powered by IBM’s Info-
Sphere Streams technology, which we cover in Chapter 7.
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Ladies and Gentlemen, Presenting… 
“The Data Zones Model”
In this chapter, we covered a NextGen information management architecture 
that we believe sets the bar for a more cost-efficient and impactful analytics 
infrastructure. We explained the zones, piece by piece, and show you the 
result in Figure 4-3. A good recipe has multiple components and steps. When 
these components are brought together in harmony and balance, their conflu-
ence is delightful to the palate. We have given you the various ingredients so 
that you can create your own dish. You might need a little more of one zone 
and less of another; each use case will be different, and not all of them will be 
to your taste. Analytics is a dish that can be served cold or hot—depending on 
your organization’s needs—so begin your journey. There’s no reason to wait.

As you can see, this zone architecture leverages both open source and pro-
prietary technologies. Each has strengths and key benefits that it can deliver 
to the business as a whole for data-driven decision making. This new 
approach to managing data is not about rejecting all of the technologies and 
approaches that have been used in the past. It is more about evolving to use 
existing capabilities in a more purpose-driven, cost-effective manner, while 
taking advantage of new capabilities and techniques that make new 
approaches to analytics possible.

Although these technologies can provide a lot of new value, they can’t 
possibly address all of your data processing, management, and analytics 
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needs, and a mission to completely replace all of your existing platforms or 
tools is not a good idea. It is important to emphasize that the evolution of 
these different zones for processing, managing, and analyzing data makes 
the need for information integration and governance capabilities even more 
critical. Some companies thought that the key to establishing trusted infor-
mation is to put all the data in a single place—the EDW. But recently, organi-
zations have begun to realize not only that data will continue to exist in dif-
ferent pockets across the organization, but that you can actually get more 
value at a lower cost by leveraging different zones and technologies. How-
ever, this makes it even more important to understand where your data is and 
where it came from. Your tools for integrating and securing data will need to 
work across multiple platforms and environments—this includes Hadoop, 
NoSQL, and SQL repositories. And there will be new challenges to match and 
link related data. This is where the concept of a data reservoir comes in.

With the data zones architecture, you have data and workloads assigned 
to platforms that are appropriate for the tasks at hand. Taken together, you 
can see all the data zones as the different repositories of your data reservoir. 
To manage the data in the reservoir (access control, data transformation, 
audit, and more), IBM provides a suite of information governance and inte-
gration tools and services that are designed to work with the data zones 
we’ve described in this chapter. These tools and services can be procured via 
traditional on-premise software—the IBM InfoSphere brand—and through a 
cloud service via the IBM DataWorks catalog.) 

These services set the data reservoir architecture apart from a data lake, 
which we often hear discussed in Hadoop circles. It’s easy to load Hadoop 
clusters with terabytes of data from many sources, but without proper man-
agement, any potential value quickly evaporates—sometimes we call that a 
data swamp. As we’ve discussed, Hadoop offers tremendous value as part of 
the data zone architecture, but by itself it does not have the capabilities 
needed to address all of your data processing, reporting and analytic needs, 
let alone ensure proper data governance. Taking the reservoir analogy a little 
further, IBM’s data governance and integration capabilities are being made 
available as refinery services. In essence, you can filter your data as it pours 
into and travels through your reservoir through the appropriate refineries. 
IBM’s refinery services are being provided as part of a deliberate strategic 
shift to ensure this architecture can work in cloud, on premise, or hybrid 
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cloud environments. The IBM DataWorks refinery services and principles of 
data governance are the focus of Part III of this book.

In addition, there will be continued focus on streaming capabilities,  
in-memory analytics, and other related capabilities to improve performance 
and enable greater handling of real-time data and analytic requirements. And, 
of course, expect advances in workload management capabilities as compa-
nies attempt to bring more types of workloads to lower-cost environments.
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Additional Skills Resources

InfoSphere BigInsights for Hadoop Community
Rely on the wide range of IBM experts, programs, and services that are avail-
able to help you take your Big Data skills to the next level. Participate with us 
online in the InfoSphere BigInsights for Hadoop Community. Find whitepa-
pers; videos; demos; BigInsights downloads; links to Twitter, blogs, and 
Facebook pages; and more.
 Visit https://developer.ibm.com/hadoop/

Big Data University
Big Data University.com makes Big Data education available to everyone, 
and starts a journey of discovery to change the world! Big Data technologies, 
such as Hadoop and Streams, paired with cloud computing, can enable even 
students to explore data that can lead to important discoveries in the health, 
environmental, and other industries.
 Visit http://bigdatauniversity.com

IBM Certification and Mastery Exams
Find industry-leading professional certification and mastery exams. New 
mastery exams are now available for InfoSphere BigInsights and InfoSphere 
Streams.
 Visit www-03.ibm.com/certify/mastery_tests

Twitter
For the latest news and information as it happens, follow us on Twitter:
 @IBMBigData, @Hadoop_Dev, and @IBMAnalytics

developerWorks
On developerWorks, you’ll find deep technical articles and tutorials that can 
help you build your skills to the mastery level. Also find downloads to free 
and trial versions of software to try today.
 Visit www.ibm.com/developerworks/analytics/

https://developer.ibm.com/hadoop/
http://bigdatauniversity.com
http://www.University.com
http://www-03.ibm.com/certify/mastery_tests
http://www.ibm.com/developerworks/analytics/


Blogs
A team of experts regularly write blogs related to the full spectrum of Big 
Data topics. Bookmark the “Stream Computing” page and check often to 
stay on top of industry trends.
 Visit www.ibmbigdatahub.com/technology/stream-computing or www 
.ibmbigdatahub.com/technology/all

This is part of The Big Data & Analytics Hub (ibmbigdatahub.com) that is 
populated with the content from thought leaders, subject matter experts, and 
Big Data practitioners (both IBM and third-party thinkers). The Big Data & 
Analytics Hub is your source for information, content, and conversation 
regarding Big Data analytics for the enterprise.

IBM Data Magazine
IBM Data magazine delivers substantive, high-quality content on the latest 
data management developments and IBM advances, as well as creates a 
strong community of the world’s top information management profession-
als. It vividly demonstrates how the smart use of data and information 
advances broad business success, providing the context that enables data 
management professionals at all levels to make more informed choices and 
create innovative, synchronized, agile solutions. The magazine’s clear, in-
depth technical advice and hands-on examples show readers how to imme-
diately improve productivity and performance. At the same time, expert 
commentary clearly articulates how advanced technical capabilities benefit 
the people and processes throughout an organization.
 Visit http://ibmdatamag.com

IBM Redbooks
IBM Redbooks publications are developed and published by the IBM Inter-
national Technical Support Organization (ITSO). The ITSO develops and 
delivers skills, technical know-how, and materials to IBM technical profes-
sionals, business partners, clients, and the marketplace in general.
 Visit http://ibm.com/redbooks

http://ibmdatamag.com
http://ibm.com/redbooks
http://www.ibmbigdatahub.com/technology/stream-computing
http://www.ibmbigdatahub.com/technology/all
http://www.ibmbigdatahub.com/technology/all
http://www.ibmbigdatahub.com
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