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What this lab is about

This lab is provided AS-IS, with no formal IBM support.

In this lab you will use IBM tools to monitor and diagnose JVM issues experienced by an 'in flight' running
WebSphere Application Server. A badly implemented web application will be used to simulate common
problems such as memory leaks, unexpected garbage collection cycles triggered by System.gc(), large
application objects and large HTTP session sizes.

It will also describe the data needed to debug these issues, and introduce the Java problem determination

tools available as part of the IBM Support Assistant (ISA) including Health Center, Garbage Collection
Memory Visualizer and Memory Analyzer.
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Lab requirements

List of system and software required for the attendee to complete the lab.
® WebSphere Application Server V7.0.0.13

® |BM Support Assistant V4.1 with the following tools installed:
» IBM Monitoring and Diagnostic Tools for Java™ - Health Center
» |IBM Monitoring and Diagnostic Tools for Java™ - Memory Analyzer

» IBM Monitoring and Diagnostic Tools for Java™ - Garbage Collection and Memory Visualizer

® |BM Extensions for Memory Analyzer

What you should be able to do
At the end of this lab you should be able to:-
® |Install and configure Health Center to monitor a running WebSphere JVM

® |dentify bugs in running code such as unnecessary calls to System.gc(), large object allocations and
memory leaks

® Analyze a Javacore.txt file for evidence of a memory issue

® Analyze verbosegc logs to inspect memory usage and garbage collection performance

® Understand the basic techniques for debugging Java™ memory issues with Memory Analyzer
® Analyze a heap dump to determine those objects consuming the most heap space

® Use IBM extensions to Memory Analyzer to perform product specific memory analysis of a system
dump
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Part 1: Lab Set Up
Login to the VMWare image with the username/password below:
Username :Administrator

Password : Happy2Be

NOTE:

Due to the physical memory on the VMware image being used for this lab please understand that certain
operations may take time to perform — please be patient. The expected duration of this lab is 70 minutes
and each part has an estimated duration. Some lab sections and individual steps are marked optional so
you can skip them to save time if necessary.
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Part 2: Setup Health Center to Monitor a running WebSphere JVM (5
minutes)

NOTE:

Health Center is a free low-overhead diagnostic tool for monitoring applications running on an IBM Java
Virtual Machine.

The Health Center tool is provided in two parts:

The Health Center client is a GUI-based diagnostics tool for monitoring the status of a running Java
Virtual Machine (JVM). The Health Center client is installed into the IBM Support Assistant (ISA)
workbench.

The Health Center agent provides the mechanism by which the Health Center client obtains information
about your Java application.

The agent uses a small amount of processor time and memory on the server (less than 3%). It is installed
by default in an IBM JVM at Java 5 SR8 or IBM Java 6 SR1 and above.

However, it is good practice to update the Health Center agent to benefit from the latest features in the
client which is updated frequently. In addition, the agent must be manually enabled by setting a JVM
property. Both these tasks are described later.

ISA 4.1 and the Health Center client and agent are already installed. Double click the “IBM Support
Assistant 4.1” shortcut on the desktop.

Click “Launch Activity->Analyze Problem” and select the Health Center tool. Then click “Launch”.
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;5'5 Tools - IBM Support Assistant MWaorkbench

[E=%EoR ==
File Administration Update ‘Window Help
Support Assistant

Analyze Problem x

iz T Toals @ Collect Data {3 Guided Troubleshaater

CasefIncident

default

Tools Catalog Find Mew Tool Add-ons  Description

- The IBM Monitoring and Diagnostic Tools for Java -
Toal Name Wersion Health Center is a lightweight tool that monitors
IEM Manitaring and Diagnostic Tools far Java™ - Garbage Collection and Memary Wis 2,4,0,20101007 act"F\"'e IBM Virtual r':"'la;h'_lrjﬁs LDrJIa;aCWIth rinimal

: . i 1 t 1
CTBM Monitaring and Diagnostic Tools far Java™ - Health Certer 13020101104 e U Rt e L

live tuning recammendations for garbage collection,
profiles methods including call stacks, and highlights
contended locks.

IBM Monitoring and Diagnostic Tools for Java™ - Memory Analyzer [Tech Preview]  0.6.0,201101042253

Restrictions

Mone

Associations

Tool is not associated with any products -

Launch ] [Submit Feedback] [ Help

Click the “Enable an application for monitoring” link. This will display the help contents, including a
link to the latest Health Center agent code.
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& Status - [BM Support Assistant Workbench

File Administration Update Data  Window  Help

Support Assistant

EHACOIEEY
-~ T4 Health Center: Connection wizard

{20 Status B3 Enable an application for monitoring

(Select Cancel to import an existing file.)

O Clzsses
This wizard guides you through connecting the Health Center to a currently running Java application,
® Frvironment MNOTE: Your application must be enabled for maonitoring before Health Center can be connected,

Forinstructions on hows to setup an application to enable live monitoring, click on the link below before continuing.

[y Garbage Collg Enabling an application for monitaring
= /0
& Locking

e N ative Memo

< Back Finish Cancel

1 Profiling @
El Connection &2 =
@ Mo data
O]
Click the “Installing the Health Center agent” link.
S IBM Support Assistant Workbernch EI@
Search: Search scope: All topics
Contents ¢ G| B <§> 8 = el & 8
roduction to IBM Support Assistant ¥4.1 + || Toal IBM Monitoring and Diagnostic Toals for Java - Health Center > Manitoring a running Java application -
A Support Assistant Migration Starting a Java application with the Health Center agent enabled
stomizing the Workbench
twork Connections There are twa ways to activate the Health Center agent when your Java application is started. There are
. additional considerations for specific WebSphere® or Rational® products.
age Gathering Feature

ministering the Agents

m

. Prerequisite
stomizing the Agent

nq the Data Collector

The Health Center agent must be installed. Sge |nstalling the Health Center agent for mare information.
ng Tools

nq the Media Yiewer

Procedure
ng the Case Manager

Observe that the Health Center client ships the latest agent code for various Java versions (do not
click any links, see note below).
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Note:

No action is required to update the agent code for this lab. To save time, the “Windows x86 32 bit” agent
was already downloaded and installed. The installation process consists of extracting a small zip file over
the existing WebSphere JRE. This updates the Health Center agent files originally shipped with the JVM
to the latest version shipped with the Health Center client. Only a few Health Center specific files are
overwritten, not the entire JRE.

i IBM Support Assistant Workbench EI@
Search: Search scope: All topics
Contents ¢ G| E ﬁ_‘:’-} H o k|2l & 0O
roduction to IBM Support Assistant ¥4.1 « || Tool IBM Monitoring and Diagnostic Toals for Java - Health Center > Monitaring & running Java application -
A Support Assistant Migration |n5ta||ing the Health Center agent
stomizing the Workbench
twork Connections Download and install the correct agent package for the Java version you are using.

age Gathering Feature
ministering the Agents Procedure
o Some IBME Java Runtime Environments (JREs) already have a Health Center agent installed. However,

ng the Data Collector by installing the agent using this procedure, you ensure that the latest updates are included.

ng Tools
ng the Media Viewer 1. Download the agent package by clicking the link corresponding to the Java version you are
ng the Case Manager running:

ng the Guided Troubleshooter
ng the Systems Explorer

m

Note: The agent package might not be the same as the operating system you are running. For
exarnple, you might be running a 32 bit Java on a Windows B4 bit systern; in this case, download

ruring the IBM Support Assistant the Windows 32 bit agent package.

m

omitting a Service Request

wbleshooting and Support Note: For IBM i, use the corresponding ARKE 32 bit or AKX B4 bit agent package.
ference o Windows %36 32 bit
w to use Help o Windows ¥B56 B4 bit
ol: IBM Monitoring and Diagnostic Tools for Java - o Linux #36 32 bit
Introduction s} L?nux xBh B4 hit_
Platforrm requirernents 2 7"!””" 5390 31 b!t

e : _— o Linux 5390 B4 bit
Monitoring a running Java application o Linux PPC 32 bit
= Installing the Health Center agent o Linux PPC B4 bit

Starting 3 appli  the te o Al PPC 32 hit
15 Connecting to a Java application using the Healt o AlXPPC B4 bit
[RES Configuring WebSphere or Rational product env # m
; : o z/0S B4 bit

= Data awvailable on connection to a running Java a
= Controlling the amount of data generated 2. Install the agent.
Saving data < Installing on Microsoft Windows, AlX, and Linux:
Opening files fram disk 3. You must download and extract the agent package into a specific directory of the
Wiewing the data collected JRE that you are using to start your application. This directory is the parent
Traubleshooting directory of the jre directory. For example, on Microsoft Windows, if your JRE is in

i the C:%Program Filesh IEMy JavacOh jre directory, extract the contents of the
1 L b Windows %86 32 bit agent package into C:%\Program Files' IEM\ Java6O

2] ] ¥ 1 b, When extracted, you see a healthcenter jar file in the jre’ lib\ext directory. i
http:/flocalhost: 49455/ helpftopic/com.ibm java.diagnostics.healthcenter.doc/com.ibrm.java.diagnostics.healthcenter.quifdocs/platforms. himl

Close the window showing help page “Installing the Health Center agent”.

Note:
To save time, WebSphere Application Server has already been configured with “-Xhealthcenter” as a

“Generic JVM Argument” via the WebSphere administration console. This enables the Health Center
agent on the default port number (1972). If this port was in use, or if you needed to monitor multiple JVMs
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on the same host, the port number can be customized with “~Xhealthcenter:port=<port_number>". No
action is required for this lab.

Connect the Health Center client to the agent in the WebSphere JVM (which is already running in
this lab). Return to the “Health Center Connection Wizard” window and click next to scan for available
connections.

%Health Center: Connection wizard H=] E

Enable an application for monitoring p
(Select Cancel o import an exisking File, ) f

This wizard quides you through connecting the Health Center ta a currently running Jawva application,

MOTE: Your application must be enabled for monitoring before Health Center can be connecked,

Far instruckions on how ko setup an application ko enable live monitoring, click on the link below befare continuing,

Enabling an application For monitoring

= Bach I Mexk = I Fimist Cancel

Connect on the default port number by clicking “Next”, and “Next” again
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{1Health Center: Connection wizard M=l

¥ Connection Details

Enter the details of the 2WM wou wank bo connect ba,
(Select Cancel to import an existing File)

Hostrname: I localhost j

Port: | 1972
¥ Scan next 100 ports For available conmections

™ Use basic authentication

Isermanme: |

Fassword; |

< Back I Mexk = I Fimish Zancel

Click “Finish” to start the data collection, the “Connection” panel will confirm the connection status.
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@Health Center: Connection wizard

M=] E3
Search for a I¥M

Select a detected Jvi,

Fimishied| searching ports,

EERREREERERRRREEEERREEEREEEREEER RN EEEEEEN
localhosk: 1972

< Back

Texh = | Finish I Zancel

EL Connection 52

= localhost:1972
4.3 MB received

Last updated 06:21:02
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Part 3: Use Health Center to Investigate Application Errors (15 minutes)

Note:

WebSphere Application Server is running the Plants by WebSphere sample web application which has
been modified with some deliberate programming errors.

First verify the Plants by WebSphere sample is running. Double click the “First Steps” desktop
short cut. Note this launches a DOS window and the GUI may take a few moments to appear.

Click the “Samples Gallery” link in the “First Steps” window to launch a browser. Navigate to the
“Plants by WebSphere” Sample and click the “Run” link.

http.//www-01.ibm.com/software/support/acceleratedvalue/
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fj'IBM Websphere Application Server Samples Gallery - Windows Internet Explorer

Edit:

- |£ http: jilocalhost: 90504 Ssamples)enfinds: . html j 2| X ILive Search

File Wiew  Faworites  Tools  Help

w & @IBM ebSphere Application Server Samples Gallery

WebSphere Application Server

Version 7

Welcome

Refrash
B Installed Samples

EH application Server

E applications

Flants By
WebSphere

Installable Sarmples

Samples Gallery

Plants by WebSphere

Plants by WebSphere is an Internet storefront that specializes in the zale of plants and gardening
tools, This Sample application uses many of the Java 2 Platform, Enterprise Edition (JZEE) and
webSphere Application Server fundctions, including enterprise beans, servlets, and JavaServer Pages
[I5P) technology.

Using the Plants by WebSphere storefront, customers can open accounts, browse for iterns to
purchase, view product details, and place arders. The Plants by WebSphere application uses
container-managed persistence (CMP), container-managed relationships [(CMR), stateless session
beanz, a stateful seszion bean, J5P pages, and zervlets,

Plants by WebSphere

Run | Configure | Technotes | Javadoc | Build with Ant

Uszing the Flants by WebSphere starefront, customers can open accounts, browse for items ta
purchase, view product details, and place orders, The Plants by wWebSphere application uses
container-managed persistence (CMP), container-managed relationships (CMR), stateless session
beans, a stateful session bean, J5P pages, and servlets,

,— l_ ,— ,_ l_ l_ |!J Local inkranet

B0 v g
The Plants sample will launch in a new browser window. Feel free to have a look around, but to
avoid some deliberate mistakes do not click any products on the “Accessories” tab.
http.//www-01.ibm.com/software/support/acceleratedvalue/ 13
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{ZPlants by WebSphere - Windows Internet Explorer =] 3
\SLT L |g hitkp:/ flacalhost: 3050/PlantsBy'webSphere/ j 41| ¢ ILive search ol-]

File Edit “iew Favorites Tools  Help

Ty ke (€ Plants by WebSphere | | oy~ B - o=h » |2 Page + (CF Todks - 3

PLANTS BY WEBSPHERE

Flowers Fruits & Vegetables Trees Accessories

They all start
with the right flowers...

and we've got them all

Preserve extra grass seed by keeping it E" "
dry, Tape boxes and bags closed, or seal )

them into plastic bags. Be sure to remove r |
extra air from the bags. Store all seed in a —
cool, dry area such as a garage or Bonsai Tree Red Delicious Strawberries Tulips
basement. $30.00 each £3.50 (50 seeds) £17.00 {10 bulbs)

||
Done l_l_l_l_l_l_@ Local inkranet [# 100 - 4

Next you will use the Jmeter load generating tool to simulate some user requests to the Plants web
application. Some of these user requests will trigger deliberate errors which you will diagnose using
Health Center.

Double click the Jmeter shortcut on the desktop.

http.//www-01.ibm.com/software/support/acceleratedvalue/ 14
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A ppache IMeter (7.4 r961953)

File Edit Run Options Help

& TestPlan E
WorkBench WorkBench
| IName: [wiorkBench

: Comments:
Look In: | Jmeter script - E

[} Impact 2011 Plants.jmx,

File Hame: |Impact2lil11 Flants jrm

Files of Type: |[JMeter [.Jmx=] -

Open Cancel

Click “Run->Start”. Wait a few moments until the number of threads has reached 2, as indicated in
the right hand corner of the Jmeter window.

FEAImpact 2011 Plants.jmx (C:\labfiles’ JImeter script\Impact 2011 Plants.jmx) - Apache IMeter (2.4 r961953)

File Edit Run Options Help

2i2 B
7 (& TestPlan BE
T E Seenario 1 Test Plan
9 /7 iBtinh-submenu-marker-right {_| || Mame: [Test Plan
,m HTTF Header Manager Comments:

Switch to the Health Center window which should already be monitoring the WebSphere JVM, if not
make a new connection with File->New Connection.

Observe the Health Center status panel. This summarizes the main categories of data that Health Center

is monitoring, and also summarizes current recommendations. Note that the data categories to be
collected can be customized from the Monitored JVM menu, but for now leave this at the default setting.
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% Status - IBM Support Assistant Workbench EI@

File Administration Update Data  Monitored b Window  Help

Support Assistant

[2 Status &3 = O

Some monitored data was dropped in the WM being monitored because itwas produced at a faster rate than the
1C} Classes @ Health Center clientwas able to consurne, This dropped data might have included information about classes
loaded. Sorme loaded classes might not be shown,

® Environment & Mo configuration problerns were detected.

The application seems to be using some quite large objects, The largest request which triggered an allocation

U Garbage Collection & it P8 C8 ™S00 ke,

ol Fie} (@ Yourapplication has opened 8,427 files and closed 8,204 files,
l 3] Locking & Mo problerns detected.
I
Mative Memory & Mo native memory leak detected.
% Profilin & The method ShoppingServiet.deliberateSlowhdethod( is consuming approximately 83% of the CPU cycles, It may

be a good candidate for optimization,

L Connection 52 =

| localhost:1972
£ 54 MB received: Last updated 06:08:00

Some data was dropped because it was produced faster thar the client cowld cansume it Around 13% of the data was fost,

Connected to localhost 1972, 64 MB received.

Start by analyzing where the WebSphere JVM is spending most of its time and see if any optimizations
can be made.

Click the “Profiling” link.

Health Center will show the results of its “sampling based” method profiler. This means it takes a periodic
sample of the methods running and reports which are consuming the most time in the JVM.

Sort the table of data by “Tree %” by clicking the “Tree %” column heading.

Within the Health Center, collections of methods are organized into structures called trees. You should
see that in this case, a “ThreadPool$Worker.run()” method represents the top of a tree which is
consuming a very high percentage of the JVM’s time.

However, also note the value in the “Self (%)” column, which indicates that the method
“ThreadPool$Worker.run()” is actually using a low percentage of the JVM’s time. Therefore the problem
must be in some code called by the “ThreadPool$Worker.run()” method, i.e. further down the tree / method
call stack.

As incoming HTTP requests are handled by WebSphere using the “ThreadPool$Worker” class, this gives
a clue that there could be something wrong in a running web application.
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%Method profile - IBM Support Assistant Workbench
File Administration Update Data Monitored vM - Window Help

[2 status 3 l = O | % Method profile 52 l =0
@ Classes ® Filter methods: I _I.qpply _Iclear
@ Environment e Samples | S§'I_F (%) | S§'I_F | Tree (%) | Tree | Method ;I
[m X o ] 0.0a7 §2,; e com.ibm.ws,util, ThreadPool$woaorker, rung) —

Garbage Collection. 3 0.044 56,6 E— com.ibm.io, async.ResultHandler .runEventProcessingLooplb
§ 1] 0.0 56,6 — com.ibm.io, asyne. ResultHandler$2, rund)

=iile] @ 1] 0.0 56,5 — com.ibm.io, asyne. ResultHandler . completedcom.ibm. o, async

~ 1] 0.0 56,5 E— com.ibm.io, async. AsyncFuture, completed(long)
(5 Locking @ 1] 0.0 56,5  — com.ibm.io. asyne. AsyncChannelFuture. fireCompletionActior
1] 0.0 56,5 — com.ibm.io, async. AbstractasyncFuture invokeCallbackicom,
B Mative Memory @ a 0.0 56,5  — com.ibm.ws.tcp.channel.impl. AicReadCompletionListener  ful
1] 0.0 56,5 E— com.ibm.ws, http.channel.inbound.impl, HetpInboundLink. pro
- I 1] 0.0 56,3  — com.ibm.ws, http.channel.inbound.impl, HetpInboundLink, har
1% Profiing = 1] 0.0 56,3  E— com.ibm.ws,webcontainer .channel, WCChannelLink, ready(cc
= 1] 0.0 56,3 — com.ibm.ws. http.channel.inbound.impl. HetpInboundLink, har

) Connection &2 l = = 1 0.015 56,2  — com.ibm,ws,webcontainer, WebContainer . handleRequest{co

1] 0.0 56,2  — com.ibm.ws,webcontainer, WSwWebContainer . handleRequest
1] 0.0 54,5  m— com.ibm.ws, http.channel.inbound.impl. HetpICLReadCallback
1] 0.0 53,7 | m—— com.ibm.ws,webcontainer servlet, Servletwrapper handleRe
1] 0.0 53,7 | — com.ibm.ws,webcontainer servlet, ServletwrapperImpl.hanc
lacalhost: 1972 1] 0.0 53,7 com.ibm.ws. webcontainer servlet. ServietWrapper . handleRe
- 45 MB received: Last updated. 08:02:33 1] 0.0 53,6  — com.ibm.ws,webcontainer, serviet, ServletWrapper, servicelj.
| Zome 0gia e dppped becgioRt ".Hs’mmor a 0.0 53,6 | m— javax.servlet, http HetpServiet, service(javax. serviet . http.H
= faster than the clent cooll constome it Arpond 5% = =
o the dsts was ost, 1] 0.0 53,6  — javax.servlet.http HetpServlet, service(javax, servlet, Serviel
1] 0.0 52,7 — com.ibm.websphere, samples. plantsbywebspherewar . Shopp
| a 0.0 | 52,2  m— com.ibm,websphere, samples. plantsbywebspherewar . Shopp T
4 3
3 analysis and Recommendations 53 = 5 || @ Invacation paths 52 l G Called methods| @ Timeline| =]
& The method ;I

ShoppingServiet. deliberateSlowMethod() is consuming

approximately 44% of the CPU cycles, It may be a good

candidate For optimization.

Select a method in the table to see how it was invoked
[

Reorder the table to see results for individual methods by clicking “Self %”.

Now you can see the individual method “deliberateSlowMethod” in the ShoppingServlet class is using a
high percentage of the JVM’s time. Note, the “Self” and “Tree” columns (without the % symbol) are a
graphical indication that the method is very expensive, and is part of an expensive tree.

Select the expensive method in the table by clicking it once.

*;zb Methad profile &3 l =0

Filker methods: I Epply | Clear |

http.//www-01.ibm.com/software/support/acceleratedvalue/ 17
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The “Invocation paths” tab shows what is calling the “deliberateSlowMethod”. The “timeline” tab shows
when the “deliberateSlowMethod” was invoked.

Also notice that Health Center has automatically identified the erroneous method and has highlighted this
fact in the “Analysis and Recommendations” section.

IBM Support As:
Update

tant Workbench
File  Administration

Data Monitored M Window  Help

&

[21 status 32 1 =0
© Classes 6]
@ Environment ]

@ wethed profie 52 |

Fiter methods: |

=

Apply || Clear.

T Garbage Collection @

308 29 1 3.58 ! com. ibm ws. util,BoundedBuffer takel)
A 1o ® 231 208 | 241 0 java.lang ClassLaader. defineClassImpi(java,lang, String, bytel], int, nt, jawa.lang.Object)
=i} 180 T 3.54 1 «com, ibm.ejs. util.am. AlarmiManager Thread CSLM, pun()
136 1.28 2,22 java.util Timer§TimerImpl.run(}
(& Locking @ 93 0.8 0.97 «com, ibm, o, async, Timer bun()
y 2 0.51 0.81 java.lang.Object wait(long, int}
Native Memory @ 85 0.6 1.07 com, ibrm  oti.vm, BootstrapClassLoader loadClass(java lang String)
72 0.68 1.18 com. ibm.rmi, iop. CORReader avalableDataint, int, int}
165 Profiling & 64 06 0,97 camm.ibm. ws,util, ThreadPoal, sxscute(java.lang Runnable, int, lang)
42 0.4 0.78 java.util.concurrent. ConcurrentSkipListMap. doRemaveFirstEntry()
= . =5 29 0.37 2.1 1 java.lang ClassLoader. loadClass(java.lang, String, boolzan)
2R L l 36 0.34 1.93 1 java.lang, J0¥MInternals. verify(java.lang. Class)
24 0.32 0.3z sun.io.ByteToCharSingleByte. canvertibytel], int, int, char[], int, int)
34 0.32 0,33 java.io.DataOutpukStream, writeUTF(java.lang, String, javaio,DataOukput)
34 0.32 0.74 com. ibm,ws. util,BoundedBuffer waitaet_(long)
) Jocalhost: 1972 28 0.27 0.45 com, ibrm ok, v, VM, FindClassOrhulava lang String, java.lang, ClassLoader)
= 501 M received: Last updated DR:04:55 28 0.26 0.4 java.util Properties load(java.io.Reader)
Some data was diopped because it was prodiced fster than the chent 28 0.26 0.3 com, ibrm,rmi.iop. ColocatedInput Stream. mark()
= coult constome st Arpcd 495 of the data was st 27 0.25 1.4 com.ibm.rmi.jiop. CORInputStream read_ocket_array(byte[], int, ink)
25 0.24 0.24 java.lang, StringBuilder, appendijava.lang. String)
| 25 0.24 0.4 \avalm.winBZFileSvstem‘normalize(\ava‘Ianu‘Stmu) _I
4 »
7] Analysis and Recommendatians 52 51| @ Invocation paths &7 | & Called methods | & Timeline | =
® The method Shoppingseriet deiberateSkowMiethod() is consuming | L= |GGG eUCo o cEpRIg oI i EteS Eviveody
= @ shoppingServiet.deliberateslowMethod
approximately 53% of the CPU cydles. It may be a good candidate For @ shoppingServlet. performTask {100%)
optimization, PRIng R =
E{) shoppingServlet.doGet {100%)
@ HitpServiet.service (100%)
As the Plants sample is clearly suffering with at least one slow method, type
“ H » 3 1 H ” H 1 thl
com.ibm.websphere.samples” in the “Filter Methods” box and click “Apply”.
i, H H 9t H
You can see only the “ShoppingServlet.deliberateSlowMethod” in the Plants sample has a high value
“ o/ \»
for the “Self (%)”.
(&% Method prafile 52 l =0
Filter methods: Icom.ibm.wabsphere.samples| Apply | Clear |
Samples I Self [3%) - | Self Tree (%) | Tree Method =
9285 65.7 65.8 com,ibm. websphere,samples . plantsbywebspherewar, ShoppingServiet .deliberateSlowMethodi)
26 018 0.9 com.ibm.websphere.samples. plantsbywebspherewar . ShoppingServlet . deliberatel argedibject Allocation()
26 0.18 0.18 com. b, websphere, samples plantsbywebspherewar, ShoppingServlet deliber akeSyskemGC()
z 0.014 0.014 com.lbm. websphere.samples . plantsbywebsphereejb. Inventory  pcReplaceField{int)
1 0.0071 0.0071 com.ibrm.websphere.samples . plantsbywebsphereeib. Inventory poGetGenericContext)
1 0.0071 0.19 com,ibm, websphere,samples plantsbywebsphereejb E15Remote0sLCatalog_ 59598632 getlkemInventory(java.lang String)
1 0.0071 0.48 com.ibm. websphere.samples. plantsbywebsphereejb. CatalogBean. getInvijava. lang. String)
1 0.0071 0.49 com.ibm.websphere . samples. plantsbywebsphereeib . CatalogBean, getltemImageByvtesiiava.lang. String)
a 0.0 1,22 com,ibm, websphere,samples plantsbywebsphereejb . Inventory swriteObjecti{java.io, ObjectOutputStream)
1] 0.0 0.17 com.ibm.websphere.samplesgallery .gallerymenu. SamplesPropFile. loadFiledjava.lang. String)
1] 0.0 0.64 com.ibm, websphere,samples plantsbywebsphereeib,_Catalog_Stub,getItemImageBytesijava.lang.String) —
1] 0.0 0.021 com. lbm. websphere.samplesgallery .gallerymenu. SamplesPropFile. getCategaryPathFor SampleEar{org.w3c. dom.Mode)
1] 0.0 0.33 comn.ibrm. websphere.samples . plantsbywebsphereejb._Catalog_Stub. getItemInventoryijava.lang. String)
a 0.0 0.81 com,ibm, websphere,samples plantsbywebspherewar, ImageServiet, doGetjavax, servlst htkp HttpServietRequest, javax,serviet,http, HitpServistR
1] 0.0 0.12 com.ibm. websphere.samples. plantsbywebsphereejb. CatalogBean. getltemInventaryijava.lang. String)
1] 0.0 0.0071 com.ibm. websphere.samples. plantsbywebsphereeib . OrderItem, pcNewObjectIdInstance])
a 0.0 0.81 com,ibm, websphere,samples  plantsbywebspherewar, ImageServiet, performT ask{javax, servlet, htkp HetpServietRequest, javax,servist,http HitpSe
1] 0.0 5.15 1 com.ibm.websphere.samples. plantsbywebsphereejb._Catalog_Stub. getItemsByCategory(int)
1] 0.0 3.21 ! com. b, websphere,samples plantsbywebsphereeib. CatalogBean, getItemsBy Cateqarydint )
1] 0.0 0.62 com.ibm. websphere.samples . plantsbywebsphereejb. E15Remote0sLCatalog_ 59598632 getlkemImageBytes(java. lang. String)
1] 0.0 0.028 comn.ibrm. websphere.samples.plantsbywebsphereeib . OrderItem, <clinit=()
| 1] 0.0 0.071 com.\bm.websnhere.samn\es.Dlantsbvwebsnhe[eeib.Order.<c|init>f) _'LI
4
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Optional Steps:

Double click the desktop shortcut to ShoppingServlet.java to inspect the programming error.

Click “Edit->Find” and search for “deliberateSlowMethod”. Click “Find Next” to find the second

occurrence of the search string.

The “deliberateSlowMethod” is invoked from the servlet’s “doGet” processing every time the user clicks on
the tulips. The “deliberateSlowMethod” executes a tight loop which does not end until a 3.5 wait time has

passed. You have found the first deliberate mistake.
System.out.println ("==» STARTING SLOW METHCD") :

long timestamp = System.correntTimeMillis():
long target = timestamp + 3500;

System.out.println("timestamp="+timestamng) ;
System.out.println ("resume at="+target):
while(timestamp < target)

timestamp = Svstem.ourrentTimeMillis()
}

System.out.println ("==> ENDING SLOW METHCOD") ;

Return to the Health Center window and click the “Garbage Collection” link to monitor the

performance of garbage collection and memory usage

[51 Skatus B2 = O
© Classes @

& Environment (%]

]m Garbage Collection & ]I
ol o ®

(3] Lockin )

Makive Mernary (X

1Yy Profiing &
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Observe the current JVM heap size and used heap size after collection. After starting the load generator,
you will notice the heap size and heap usage has increased but by now should have leveled out. There is

currently no evidence of a memory leak.

B Used heap (after callection) &5

Used heap (after collection) and Heap size

160

140
170 | ——Heapsize

100

—Usedheap (after collection)

WMUWM

200 400 00 a:00 10:00
elapsed time {minutes)

oo
=

size (MAB)

o
= O

-

=

Note:

Garbage Collection (GC) affects the entire application and tuning GC correctly can potentially deliver
significant performance gains. Health Center identifies where garbage collection is causing performance

problems and suggests more appropriate command line options.

Observe the Analysis and Recommendations window. It warns of large object allocations which of course
are likely to trigger frequent garbage collections and may indicate the application code can be optimized.

” ” —
h Analysis and Recommendations &2 ]
COIECTION 3IGOFITAIMS T OPTIMIsE TREMSENES, LONSIOer

inspecting wour code for occurrences of Systerngol),

&% The application seems to be using some quite large

objects, The largest requestwhich triggered an allocation
failure wwas for 10000 KB,

& The mean occupancy is 42%, This is close to

m

optimal, soyou do not need to tune your heap size,

& The rmemor usane of the annlication does not
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Click the “Object Allocations” tab to investigate this further.

5 Surnmary | B Object Allocations 53 = O
Enable collection of object allocation events il
Undao ||| &pphy
Ohject;ize Tirne of allocation Request site
Health Center allows you to view the size, time and code location of an object allocation request that
meets specific threshold criteria.

Enable the “Enable collection of object allocation events” checkbox.

Set a threshold to focus on the biggest objects. The threshold values can be entered in bytes,
kilobytes or megabytes. Enter 2m for the low threshold and 10m for the high threshold and click “Apply”.
Wait a few moments until large object allocation data is parsed by the Health Center client — this could
take up to 1 minute.

2 Surnmary B Object Allocations 53 = O
| Enable collection of object allocation events Maxirnurm stack depth 5 =
Low threshold (bytes) 2rm High threshold (bytes) 10rr| | Undo | | Apply |

Ohbject size Tirne of allocation Request site

Observe the large object allocations meeting the defined threshold. They are associated with creating a
very large String.

Click the rows in the table to see the stack trace leading to this large String allocation.

Once again you will see the ShoppingServlet class seems to be responsible, specifically a method named
“deliberateLargeObjectAllocation”. You have identified another deliberate error in the plants sample.
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T Summary Object Allocations 3 l

[v Enable collection of object allocation events

=0
Maxirmum stack depth |5 3:
High threshald (bytes) IlUm Wndo | Lpply |

L —

Lows threshold (Bytes) |2m

Time of allocation

| Object size_~

minukes java.lang.

10000 Kl 47: . Jj

10000 KB 45:08 minukes java.lang. StringBuilder . ensureCapacityImpl (StringBuilder . java: 339) {Compiled Code)

10000 KB 45125 minukes java.lang. StringBuilder . ensureCapacityImpl (StringBuilder . java: 3393 {Compiled Code)

10000 KB 48135 minutes java.lang. stringBuilder . ensureCapacityImpl (StringBuilder. java: 3393 {Compiled Code)

10000 KB 45:51 minutes java.lang. stringBuilder . ensureCapacityImpl {StringBuilder. java: 339) (Compiled Code)

5000 KB 47143 minutes java.lang. string, <init = (String. java:228) (Compiled Code)

5000 KB 47158 mindtes java.lang. string, <init = (String. java:228) (Compiled Code) LI
java.lang. StringBuilder . ensureCapacity Impl {StringBuilder . java: 339) (Compiled Code) ;I
java.lang. StringBuilder. append {StringBuilder . java: 205) (Compiled Codeld
java.lang.StringBuilder. append (StringBuilder java: 100" ompiled Code)
com.ibrm, websphere samples. plantsbywebspherewar, ShoppingServlet, deliberatel argeObjectallocation (ShoppingServiet, java:618)

o, ibrn, websphere  samples, plant sbywebspherewar, ShoppingServliet, performTask (ShoppingServlet java 211 ) (Compiled Code
;l_l

ki

Optional Steps:

Double click the desktop shortcut for ShoppingServlet.java to inspect the programming error.

Shio ||:||:||r

Click “Edit->Find” and search for “deliberateLargeObjectAllocation”. Click “Find Next” to find the
second occurrence of the search string.

The “deliberateLargeObjectAllocation” is invoked from the servlet’s “doGet” processing every time the user
clicks on the grapes. The “deliberateLargeObjectAllocation” creates a large Array and fills it with a String

of characters.

The variables used are local to the method so once the request has finished; the large objects are eligible
for garbage collection. Therefore this is not a memory leak, but the creation of this large object makes

unnecessary work for the JVM’s garbage collector.

1
1
d
1
1
4
1
d
1
]
I
(=)
v}
b |
=1
()
1
h=]
&
e
[
I\':l
i
=
J
[
]
=

System.out.println ("==> STARTING LARGE
* Handle to a lerge objesc

HashSet largeCbije = nmll;

largelbject = new HashSet():

long timestamp = System.currentTimeMillis():
byte[] array = new byte:EEEDbDD::
Arrays.fill(array, (byte) &8&):
largeCbject.add (new String(arrav) + (Cimestamp));

System.out.println ("==> ENDING LRARGE CBJECT ALLOCATION"):
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Return to the Heath Center window and click the “Garbage Collection” summary tab. This shows
that System (forced) garbage collection is being called by some application code running in the JVM.
There may also be a warning in the Analysis and Recommendations window, depending on how many
times System (forced) garbage collection has been called.

T Surnrmary 52 B Object Allocations

-~

Allocation failure count 1100

GC Mode Default (optthruput)
Largest mermory request 10000 KB

Mean garbage collection pause 127 s

bdean heap unusable due to fragrmentation 18,1 MEB

Mean interval between collections 1571 ms
Proportion of time spent unpaused 01.9%

Rate of garbage collection 1263 MBS minute
¢ Systern (forced) garbage collection count 5349

Timme spent in garbage collection pauses 8129

Note:

The Java code “System.gc()” forces a full garbage collection cycle. This is generally not recommended as
the garbage collector should manage its own schedule of garbage collection, and does not always need to
execute the compaction phase of GC which is the most CPU intensive. An application calling System.gc()
will always trigger the most expensive compaction phase. Health Center can be used to track down the
source of the System.gc() events.

The easiest way to determine what is calling System.gc() is using JVM trace — a facility that is provided in
all IBM supplied JVMs that has a minimal affect on performance. Some types of JVM trace can be
conveniently configured via Health Center. However in this case we need to use “Method Trace” which
must be configured as a JVM command line option. To save time, the following Java method trace has
already been configured as a “Generic JVM Argument” via the WebSphere administration console.

-Xtrace:print=mt,methods={java/lang/System.gc},trigger=method{java/lang/System.gc,jstacktrace}

This prints a stack trace when the System.gc() method is executed. It would also be possible to trigger
other diagnostic information such as a Java dump or Java core (this will be explained in more detail in part
4 of this lab).

Double click the WinTail shortcut on the desktop.
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A “File Open” dialog box will appear. Navigate to:
“C:\IBM\WebSphere\AppServer\profiles\AppSrv01\logs\serveri\native_stderr.log”

The file may be scrolling quite quickly, but every so often you will see a stack trace showing what is calling
System.gc(). Alternatively use the scroll bar to find a previous stack trace.

[#] native_stderr [4.0 MB] - WinTail

<tenured freebytes="50411632" totalbytes="107329536" percent="46" > -
«<soa freebytes="44799104" totalbytes="96596992" percent 6" S
<loa freebytes="5612528" totalbytes="10732544" percent="52" />

</renureds

<refs goft="1378" weak="11285" phantom="216" dynamicfoftReferenceThreshold="15" maxSofrReferenceThreshold="32" />

<time totalms="103.4337 />

<saf>

12:02:51.175%0x7c6d9e00 wt. 3 » jawa/lang/System. gc()V Bytecode static method

12:02:51.175 Ox7c6d9e00 wt. 19 - Static method arguments: ()

12 51.175 O0x7ced9e00 J9trc_aux.0 - Jstacktrace:

12 51.175 Ox7c6d9e0n J9tre_aux. 1 - [1] java.lang.System.gc |System.java: 289)

1z 51.175 Ox7c6d9enn J9tro_awc. 1 - [2] com.ibm.websphere.samples.plantshywebspherewar. ShoppingServlet.deliberateSystentt (ShoppingServlet.java: 596)

1z 51.175 Ox7c6d9enn J9tro_awc. 1 - [3] com.ibm.websphere.samples.plantshywebspherewar. ShappingServlet.perfornTask (ShoppingServlet.java:221) (Compiled Code)
1z 51.175 Ox7cedaedn j9tre_aux.l - [4] cow.ibm.websphere.sauples.plantsbywebspherewar. Shopping3ervlet. doGet (ShoppingServlet.jawa:lll) (Compiled Code)
12:02:51.175 Ox7cedde00 j9tre_aux.l - [8] javax.servlec.http.Hotpfervlet, service (Httpfervlet. java:?18) (Compiled Code)

<3ys id="166" timestanp="Feb 02 07:02:51 Z011" interwvalms="8309.926">
<time exclusiveaccessms="1.161" meanexclusiveaccessms="1.038" threads="1" lastthreadtid="0x7CEEZ0007 s>
<refs s0fr="1369" weak="11306" phantom="216" dynamicioftReferenceThreshold="15" maxSoftReferenceThreshold="32" />
Tefited Freebytes="a9706140™ totalbytea="107729596™ DEECEnt="36
<soa freebytes="34093616" totalhytes="965965992" percent="35" />
<loa freebytes="5612528" totalbytes="10732544" percent="52" />
«/tenured>
<gc type="global™ id="603" totalid="603" interwalms="335.380">
<compaction movecount="11299" movebytes="3510354" reason="compact on aggressive collection” />
<rclagsunloading classloaders="7" clasges="0" timevnguiescems="0.000" timetakerms="2.670" />
<oontraction cype="tenured” amount="1965568" newsize="1053639638" timetaken="0.203" reason="excess free space following gc™ />
<finalization cbjectsqueusd="7" />
<timesms mark="14d.d96" sweep="1.549" compact="85.415" toral="234.346" />
<temured freebytes="64272056" totalbytes="105363%9608" percent: 1" >
<s0a freebytes="53736120" totalbytes="94828032" percent="56" /=
<loa freebytes="10535936" totalbytes="10535936" percent="100" ;>
</tenured»
</
<tenured freebytes="64272056" totalbytes="105363968" percent="61" >
«<zoa freebytes="53736120" totalbytes="945328032" percent="56" />
<loa freebytes="10835936" totalbytes="10535936" percent="100" />
</renureds
<refs so0fr="1377" weak="11265" phantom="215" dymamicioftReferenceThreshold="19" maxSoftReferenceThreshold="32" />
<rtime totalms="236.1357 />
<fEyse

12:02:51.376 Ox7c6d9e00 nt.s < jaws/lang/System.gci)V Bytecode static method

m

Once again the source of the problem is ShoppingServlet which calls a method “deliberateSystemGC”.
You have found another deliberate mistake in the plants sample.

Optional Steps:

Double click the desktop shortcut for ShoppingServlet.java to inspect the programming error.

IoppIng
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Click “Edit->Find” and search for “deliberateSystemGC”. Click “Find Next” to find the second
occurrence of the search string.

This “deliberateSystemGC” method is invoked from the servlet’s “doGet” processing every time the user
clicks on the gloves. The “deliberateSystemGC” method calls System.gc().

System.out.println ("==> STARTING SYSTEM.GC"):

Syv=tem.goc() :

]

System.out.println ("==> ENDINGZ SYSTEM.ZC");

You will manually trigger the final deliberate error in the plants sample as it will cause a memory leak that
you will diagnose using heap dumps in the remaining parts of this lab.
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Part 4: Trigger a Memory Leak and Generate Java Dumps (15 minutes)

Note:

To save time, WebSphere Application Server has already been configured to generate both an IBM heap
dump and a system dump on an out of memory exception. The following dump option was configured as a
“Generic JVM Argument” using the WebSphere administration console:

-Xdump:heap:none

-Xdump:java+heap+system:events=user+throw filter=java/lang/OutOfMem*,range=1..1

This overrides the default dump settings and specifies that exactly one heap dump (IBM PHD format) and
one system core should be generated on an out of memory exception, or user signal to the process.

Java dumps (Javacore.txt files) are also configured. These are human readable text files containing
summary information about the JVM, its memory and the running threads.

Verify the Jmeter application is still running as some of the remaining parts of the lab require there
to be active sessions when the heap dump is triggered (in the next few steps).

EAImpact 2011 Plants.jmx (C:abfiles’, Jmeter scriptiImpact 2011 Plants.jmx) - Apache IMeter (2.4 r961953)

File Edit Run Options Help

% g TestPlan -
¢ B Seenario 1 lzl Test Plan

e ;{' N1 B imh-submenu-marker-richt . Name: |TeslPIan |

2/i2 W

Use the browser to click the Wheelbarrow product on the Accessories page of the Plants by
WebSphere sample. Return to the Accessories page and click the Wheelbarrow again.
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ﬂ?PIants by WebSphere - Windows Internet Explorer [_ (O] x|
@.‘\——; - I@, http:fflocalhost:9080/PlantsByvWebSphere/ j 4| X | ILive Search £~

File Edit ‘iew Faworites Tools  Help

1 . »

v (& Plants by WebSphere | | 3 - B - o= - |2k Page ~ (OF Tooks -

PLANTS BY WEBSPHERE
I Flowers Fruits & Vegetables Trees Accessories HOME = SHOPPING CART  LOGIM  HELP

Haorme

Accessories Page 10f 1

‘Grass Rake

Bulb Digger

EE“"".._ =

Leaf Rake  Shovel Gloves 'Hand Rake L:arqe Pot

Wheelbarrow

. El
[pone l_ ’_ ’_ ’_ l_ ’_ [&J Local intranet [®100% - 4

Return to the Health Center window and ensure it has refreshed its data a couple of times (there is
a 10 second pause between each refresh). Take a look at the Garbage Collection statistics, you should
see notice the memory usage has increased. It seems there is a memory leak.

Uzed heap (after collection) and Heap size

120

1na :
an | ——Heapsize

fill
40
2 /1/

Lon :00 &00 4:00 .00 a:00
elapsed tirme (minutes)

—U=e d heap (after collection]

size (MAED
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Note:

Health Center can be used to trigger a heap dump which is useful for analyzing memory leaks. However,
to make the problem as easy to diagnose as possible, it is often beneficial to let the memory leak grow as
large as possible.

In the browser, continue clicking the Wheelbarrow until such time that the application no longer
responds (approximately 5-10 times). This suggests the JVM has finally run out of memory and crashed.
The JVM should begin to create some dumps.

Verify that some heap dumps have been generated in the JVM’s working directory,
“C:\IBM\WebSphere\AppServer\profiles\AppSrv01”.

Use F5 to refresh the directory until the size of the files has stopped growing. This may take up to
5 minutes so please be patient. The system core (.dmp extension) will grow to around 400Mb to 500Mb
in size. Do not proceed until both the system core (.dmp) and IBM heap dump (.phd) files have been
completely written to disk.

You will notice the system core (.dmp extension) is much larger than the IBM heap dump (.phd extension).
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& Appsrvol

=10l ]

File Edit View Favaorites Tools  Help

L
G

@Back - \_}J - .‘ﬁ‘ ‘ / ! Search i Folders

% ¥ X 9|

Address I._) CHIEMwebSpherelAppServeriprofilesi AppSrvol

jGo

Mame = | Size | Tvpe | Date Modified

L,j in ; Filz Folder 211ej2011 3:11 PM
= Tu} File Faolder 216j2011 3:11 PM
[ configuration Filz Folder 201712011 11:26 AM
| consolepreferences Filz Folder 211712011 11:30 AM
et Filz Folder 2/16)2011 3:14 PM
[firststeps Fil= Faolder 211752011 11:25 AM
[)installableapps File Folder 2/16)2011 3:11 PM
[instaledapps Fil= Folder ZI16j2011 3:12 PM
[C)installedConnectors File Faolder 2116J2011 3:11 PM
[SinstalledFikers File Folder 211712011 8:49 AM
[)logs File Faolder 2125)2011 6:10 AM
|Ciproperties Filz Folder 2/16)2011 3:14 PM
) samples Filz Folder 2116j2011 3:14 PM
Sitemp Filz Folder 212502011 6:03 AM
[Ctranlog Fil= Folder 211712011 §:50 AM
[lwstemp File Folder 2/17)2011 11:30 AM
core, 201 10225,062351.2360.0073.dmp 466,239 KB | DMP File 212512011 6:26 AM
heapdurnp.20110225,062351,2360,0074. phd 12,217 KB | PHD Filz 2125§2011 6:27 AM
|£] javacore, 20110225.062332, 2360,0072 1,922 kB Text Document 212512011 6:23 AM

E’] javacore, 20110225,062351, 2360,0075 1,935 KB Text Docurent Zi2512011 6:27 AM
E] jawacore, 20110225,062711,2360.0075 1,912 KB Text Document 2i25/2011 6:27 &M
[% javacore, 20110225,062711,2360,0079 1,912 KB Texk Docurent Z2i2512011 6:27 AM
E] jawacore, 20110225,.062711,2360,0081 1,912 KB Text Document 212512011 6:27 AM
E’] orbtrc,25022011.0559,52 10KE Texk Document 212512011 5:59 AM
Snap.ZDl 10225, 062332, 23600071 . trc 181 KB TRCFile 2i25/2011 6:23 AM
Snap.20110225.06271 1,2360,0076.trc 157 KB TRCFile ZI2512011 6:27 AM
anap.20110225,062711,2360.0077 ko 29KE TRCFile 2i25i2011 6:27 AM
Snap.20110225,.062711,2360.0080.trc 3TKB  TRCFilz 2252011 6:27 AM

Right click on the Windows taskbar and select “Task Manager”

Select the “Process Tab”. Order the processes by name by clicking the “Image Name” column
heading.
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El windows Task Manager M=l E3
File Options Yiew Help
&pplications ~ Processes IF‘ean:nrman-:e I Metwarking I
Image Mame | Lser Mame | CPLI | Mem Usage | e

alg. exe LOCAL SERNVICE i} 122 K
cchpp.exe Administrator oo 352 K
ccEwEMar.exe SYSTEM oo a4 k
cCoetMagr.exe SYSTEM oo 112K
cmd exe Adrinistrator an a0 K
cmd.exe Administratar aa 72K
C5Fss. BxE SY¥STEM oo 9380 K
ctfmon.exe Administrator i 324K

Defwatch.exe S¥3TEM an sl
eclipse.exe Administrator 16 55,344 K
explarer.exe Adriniskratar 0z f,364 K
igxplore, exe Adrniniskrator 03 3,976 K
Adrninistrator a0 1,712 K
: Adminiskrator 457,754 K
javaw, exe Adriniskratar oo £92 K
jgs. exe SYSTEM oo 1,380 K
lsass.exe SYSTEM i Q44 K
MSMSgs. exe Administrator oo 305 K

nokepad.exe Adriniskratar aa 192 K LI

[™ sShow processes from all users End Frocess |

|F'rn:u:esses: 44 CPU Usage: 82%: Commit Charge: 1730M f 2638M

the “End Process” button for each one.

Click the “Yes” button.

Locate one or more Java processes using a large amount of memory (e.g. 200Mb or more). Click

Task Manager Warning E |

WERMIMNG: Terminating a process can cause undesired
! 5 resulks including loss of data and system instabilicy, The

process will nok be given the chance ko save its state ar

data before it is terminated, Are you sure you wank o

terminate the process?

Yes Mo

Close the task manager window.

If for any reason the dump files are not present or complete, you can use some pre-prepared heap dumps

in directory “C:\Users\Administrator\Documents\Lab Files\Dumps”.
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Note:

When a system dump (.dmp extension) is produced by the JVM, it is generated in a machine specific
format and the internal structure of the information is specific to the VM that created it. To make the dump
readable on other systems (e.g. heap dump analysis tools) it is necessary to run the jextract program on
the dump.

__ Click “Start->Run” and type “cmd” in the search box, open a cmd window.
__ Inthe cmd window, type “cd C:\IBM\WebSphere\AppServer\java\jre\bin”.
__ Type command “jextract C:\IBM\WebSphere\AppServer\profiles\AppSrv01\”
(do not press enter yet)

Use windows explorer to copy the filename of the system dump (click “rename” to highlight the
filename, then “copy”).

e 1 1 g Vi o
[Cawskemp File Folde
core, 20110 1944 _deg 463,115 KB  DMP File
E] javacore, 20110224, 094230, 307 U 1,903 KB Text Doo
E] javacore, 20110224, 094230, 307 Cut 1,902 KB Text Doo
E] arbtrc, 24022011.0728.33 12KE  Text Doc
Snap.20110224,094230,3072,.19 173KBE TRCFile

Snap.20110224,094230,3072.19 ;ZT;:E 21KE TRC File
= snap.z0110224.094230,3072,19 — 21 KE TRC File
Snap.20110274.094230,3072,19  “=lect Al #1KE TR File
] javacore.20110224.094230,3072. 1942 1,905 KB Text Dac

Right click and paste filename into the DOS command window. Press enter to execute the jextract
command.
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WINDOWS system324 cmd.exe

C:~IBH~MehSphere«AppServersjavasjreshin*jextract C:
iles~AppSrvBlscore.201108224.894239.3872.1944 .dmp_

The jextract process will take a few minutes to complete. However, you won'’t need this file for a
while so continue with the next steps.

Note:

When the jextract process has completed, a new compressed version of the .dmp file will exist in the JVM
working directory.

[_Jwskemp File Folder
-_EflEDrE.EEIl10224.094239.30?2.1944.|:|m|:| 468,115 KB  DMP File
[ Blcore. 20110224, 094 2.1944 . dmp 101,534 KB Compressed (zippe...

a1 1 1 P Btk Uala e i e e TRy A e e

Now that you have the heap dumps to investigate the memory leak, close the open windows
(except the DOS window running extract).

http.//www-01.ibm.com/software/support/acceleratedvalue/ 32



Impact2011 /8M Software Accelerated Value Program

Changing the Way Business and IT Leaders Work

Part 5: Optional - Analyzing a Java Core for Evidence of a Memory Issue
(5 minutes)

Note:

As the JVM has created Java cores, a system dump and a heap dump file, the first assumption should be
that an out of memory issue has occurred. Java cores can be produced by a number of triggers, but the
creation of the combination of a Java core and heap dump is the default JVM action on an out of memory
error. Therefore, reviewing the Java core for its trigger is the logical first step. This part of the lab is
optional.

Use a text editor to open one of the Java core files (named javacore <datetimestamps.ixt) from the
JVM’s working directory “C:\IBM\WebSphere\AppServer\profiles\AppSrv01”
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Determine the trigger that caused the Java core to be created. In the “SIGINFO” section you will
see that a "java/lang/OutOfMemoryError" was indeed the signal that triggered the Java core. This
confirms an out of memory condition and not a non-memory related crash.

!o javacore.20110224.094230.3072.1940 - Notepad

File Edit Format View Help

MULL  mmm e i’
OSECTION TITLE subcomponent dump routine
UL ST e T T T T T T E ST EEEEEEEEEEEEEEEE S
iTISIGINFO pump Event “systhrow" (000400000 Detail "javasTangsoutofMemoryError” received
LFIEATETIME Bates T e e S e i s e
1TIFILENAME Javacore filename: C i IEMYwebSpher et appserversprofiTeshappsryilsjavacore, 20110224, 094230, 3072, 15
1TIREQFLAGS Reguest Flags: O0x8l (exclusivetpreempt)
1TIPREPSTATE Prep state: O0xd4 (exclusive_wm_access
NULL oo
OSECTION GPINFO subcomponent dump routine
MiJLL E===============================
2XHOSLEVEL 05 Lewvel : windows P 5.1 build 2600 service pPack 3
2HXHCPUS Processors -
3IXHCPUARCH architecture T xB6
FXHNUMCPUS How Many 2
IXHNUMASUR WuMa is either not supported or has been disabled by user
MULL
1xHERRORZ register dump section only produced for SIGSEGY, SIGILL ar SIGFRE.
MULL
MULL e
OSECTION ENVINFD subcomponent dump routine
MiJLL E===—===—========================

1CIJAVAVERSION JRE 1.6.0 IBM 19 2.4 windows =P x86-32 build jumwizZza0sr8ifx-20100923_65174

1CIVMVERSION Wi obuild 20100923 _065174

1CIJITVERSIONM JIT enabled, AO0T enabled - r9_20100401_153391fx6

LCIGCVERSION  GC — 20100308_aa

LTCIRUMMINGAS running as a standalane Jww

1CICMODLINE CrnIBMYwebspherehappserver Javashingdjava -Declipse.security -Dwas.status.socket=1087 -Dosgi.install.
TassaccessModa=allow -wverbose:rgc —xms50m_ —xmx256m -Dws. ext. dirs=C:\IBMywebspher evappserver,/java, 11b; CivIBMwehspher
ehug=off -xtrace:print=mt,methods={java/lang /System.qc}, trigger=method{javaslang/system.gc, jstacktrace} -xdump:heaf

1CIJAVAHOMEDIR Jawva Home Dir: CinIBMwebhspher el appServertjavaijre

1CIJAVADLLDIR  Java DLL Dr: CnIBMywebspher el appsarvertyavayireibin

1CISYSCP Sys Classpath: CinIEMYwebSpher et appserver Javaire b fext AAomark, Jar; CrsIEMwebspheredappserver
ChIBMYwebspherehappsarvertjavahjrenlibvibmissefw, jar; CivIBM wehSpherehappservertjavaijrev]ibyibmsas 1w, jar; CovIem®
1CIUSERARGS UserArgs:

2CIUSERARS -=jclijclscar_24 -
N I ol 4
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The Java core also contains important Java heap configuration and status information. Observe the
maximum heap size (-Xmx256m) in the “CIUSERARG” section.

!. javacore.20110224.094230.3072.1940 - Notepad
File Edit Format Wiew Help

C:\IBM\webSphere\AppServer\java\jre\1ib\ibmjssefw.jar;c:\IBM\webSphere\AppServer\java\jre\Wib\ibmsas]Fw.jar;c:\IBM\:J
MECT USERARGH] Userargs: ==
ZCIUSERARG -xjclijclscar_z4
2CIUSERARG —pcom. Tbm. ot i .vm. bootstrap. 1ibrary. path=C o IBMwebspherehappserversjavahjrevbin
2CIUSERARG —Dsun.bDDt.1ibrary.path:c:\IBM\wegSphere\AppServer\'ava\gresbin
2CIUSERARG —Djava.1ibrary.path:c:\IBM\webSphere\A pserveryjavasjrevbing o nIBMwebspherehappserverst
ZCIUSERARG -D]java. home=C:\IEM\wehsphereiappserverijavaijre
2CIUSERARG -pjava. ext. dirs=C:hIBMwwehspherehappserverhjavahjrenlibhvext
ZCIUSERARG -puser., dir=Cc:\IBM\websphere Appserver\profi%es\AppSrvOl
2CIUSERARG _j2=e_j9=71188 Ox7FBE7Z%0
ZCIUSERARG =xdump
ZCIUSERARG -bconsole. encoding=Cp850
ZCIUSERARG —Djava.c1ass.path=c:EIBM\webSphere\AppServer\prDfi1es\AppSrvOl\pererties;c:\IBM\webSphere
ZCIUSERARG -peclipse.security
2CIUSERARG -Dwas.status.socket=1087
ZCIUSERARG —Dosgi.insta11.area=c:\IBM\webSphere\AEpServer
ZCIUSERARG -posgi. configuration. area=C:NIEMYwWebsp ere\ApEServer\qrofi1es\AppSrvOl/configuratiDn
ZCIUSERARG -posgi. framewark. extensions=caom. Tbm. cds, com. Tbm.ws. ecl1ipse. adaptaors
ZCIUSERARG -®shareclasses tname=webspherev70, nonFatal
2CIUSERARG —X5 x5 0M
2CIUSERARG -bsun.reflect.inflationThreshold=250
2CIUSERARG —xbootc1asspath/E:C:\IBM\webSphere\AppServer/java/qre/1ib/ext/ibmorb.jar;c:\IBM\webSphere\
ZCIUSERARG -bjava.class. path=Cih\IBMwebspherehappserveriprofileshappsrvil properties; Cr\IBMwebsSpheare
ZCIUSERARS -bibm.websphere, internalClassaccessMode=allow
ZCIUSERARG —yarho SIEC
CIUSERARG —>ms 50m
CIUSERARG —mx 2 5 am
JCTUSERARG —Tw= . ext.dirs=CNIEMswebspherehappserver Java 1ib; S NIEBMywebspherehappserversprofiles app:
2CIUSERARG —Dderby.system.the=C:\IBM\WebSpﬁere\Ap Server /der by
2CIUSERARG —-pcom. ibm, itp. Tocation=C N IBMYwebspher ebAppserver /bin
ZCIUSERARSG —Djava.uti].qugging.cunfigureByServer=true
2CIUSERARG —puser.install. root=C:\IBMwebspheresappserveriprofileshappsrvol
ZCIUSERARG —Djavax.mana?ement.bui]der.initia1=c0m.ibm.ws.management.P atformMEeanserversuilder
2CIUSERARG -0was.install. root=C:hIBMwebspher ehappserver
ZCIUSERARG —Dpython.cachedir=c:\IBM\webSpEere\AppServer\prDfi1es\AppSrvOlﬁtemp/cachedir
ZCIUSERARG -pjava.util. logging. manager=com. Thm. ws. bootstrap. wsLogManager -
KN v

Determine the free heap space and the total heap allocation from the “MEMINFO” section. In this
case, there are 0 bytes free in the available heap space. Note that the values are in Hex, and 10000000 is
256 in decimal (the configured maximum heap size). If you wish to calculate the free heap for your Java
core file, you can use the Windows calculator in scientific mode to convert from Hex to decimal.
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B javacore.20110224.094230.3072.1940 - Notepad [_ (O] x|
File Edit Farmat View Help

2CIEMNVYAR USERPROFILE=C:%Documents and settingshadministrator ‘:J
2CIEMVYAR WaAS_CELL=IMPACTZ0Ll1Node0lce]] =
2CIEMNVYAR WAS_CLASSPATH=C:\IBM\webSEherE\Appserver\prDfi1es\A psrvilsproperties; CnIEM webspher ehappservearsoro
2CIEMNVYAR WaS_ExT_DIRS=C:IEMywehspherehappsServersjavah1ib; C\IBM webspherehappserversclasses; CinIEMwebspheare
ZCIEMVWAR WaS_HOME=C % IEMY Wehspher ehappserver

ZCIEMVWAR was_LoGGEING=-Djava.util. Togging.manager=com. ibm. ws. bootstrap. wsLogManager -Diava.util. logging. confic
2CIEMYYAR WaAS_MODE=IMPACT2011Node0l

2CIEMNVYAR WAS_PATH=C:\IBM\webSphere\ApﬁServer\bin;C:\IBM\webS heresappserversjavahbin, CIBM webspher e appsers
2CIEMNVYAR WaS_USER_SCRIPT=C:WIEMwwebspheresappserversprofilesiappsrv0lhbintsetupcmdline. bat

2CTEMWWAR WAS_USER_SCRIPT_FILE_MNOT_ExISTS=fTalse

2CIEMWWYAR windir=C\WINDOWS

MULL

1CT IWMMI WM Monitoring Interface (JwvMMID

MULL e

2CT IWVMMIOFF [hot awvailable]

MULL

ML

OSECTION MEMINFO subcomponent dump routine

MULL =================================

[l STHEAFPFREE Bytes of Heap Space Free: O

[1STHEAPALLOC  Bytes of Heap sSpace allocated: 10000000

MUILL

1STSEETYPE Internal Memory

MULL segment  start alloc end type hytes

1STSEGMENT 17BCD204 1B744FF8 1B744FFS 1B754FFE 01000040 10000

1STSEGMENT 1854930C 1B7YEBR068 1B7EBE80GE 1B7CE068 (01000040 10000

1STSEGMENT 17DCFZ2E4 1BYEBULE 1B7ES0LE 1BYFE0LE (01000040 10000

1STSEGMENT 17DCFlC4 1B67701E 1BS770LlE 1B6E70LE 01000040 10000

1STSEGMENT 14680a84 1B7AB040 1B7AB040 1BYES040 01000040 10000

1STSEGMENT 17DCF404 1BGBEULE 1BGBECQLE 1B6CEQLE (01000040 10000

1STSEGMENT 18354834 1BYE5028 1B7B5028 187595028 (01000040 10000

1STSEGMENT 18F0D274 1BACS3A0 1BACS3A0 1BADS93A0 01000040 10000

1STSEGMENT 18354704 1BB0OB03E 1BEOS03E 1BE1E038 (01000040 10000

1STSEGMENT 184 8CE74 1BGESFAE 1EBG6GEFAE 1BE7EFAE (01000040 10000

1STSEGMENT 1468DBE4 1BG55728 1EBG55728 1BE65728 (01000040 10000

1STSEGMENT 18140354 1BSEE7ECQ 1BEEBYEBO 1BEFEFBO (01000040 10000 -
K ' 4
Note:

At this point, it appears that the JVM is experiencing a severe shortage of heap space. If you needed
more detailed information you could study the verbose GC to help identify if the cause of the out of

memory condition is a memory footprint problem, or a memory leak.

A footprint problem would manifest itself as an increase in used heap space associated with an increase in

workload for the JVM. A memory leak would manifest itself as an increase in used heap space either
gradually over time, or rapidly at different times when associated with a particular application event.

IBM provides to tool to assist in this analysis - the IBM Monitoring and Diagnostic Tools for Java™ -
Garbage Collection and Memory Visualizer (GCMV) which is an add-on to the IBM Support Assistant
(ISA). Appendix A contains an optional lab part where you can examine in more detail the garbage
collection activity that led to the out of memory condition, using GCMV. It is suggested to complete

Appendix A if you have time after the remaining parts of this lab.

In the next part of the lab, you will analyze the Java heap dump files and diagnose the code that caused

the memory leak.
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Part 6: Using the ISA and the Memory Analyzer to Analyze a Heapdump
(20 minutes)

Note:

Memory Analyzer is a powerful and flexible tool for analyzing Java heap memory using system or heap
dumps of the Java process. The maximum heap size for the tool has been increased in this lab to ensure
the tool can handle larger heap dumps.

The next two parts of lab will direct you to open the IBM heap dump and system dump you generated
previously. Opening these heap dumps for the first time can take up to 5 minutes. If you prefer, use the
ready made heap dump in C:\labfiles\Dumps — these files have previously been opened by Memory
Analyzer which creates “index files”. Using these files will slightly reduce the amount of time required to
complete the lab — it’s up to you.

As every heap dump is different, you may see some slight variation from the screenshots in this lab
document, e.g. exact number of bytes for the object size or number of objects in a data structure etc.

Double click the “IBM Support Assistant 4.1” shortcut on the desktop.

Click the blue “Launch Activity” button and select “Analyze Problem”.
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.
¥4 Welcome - IBM Support Assistant Workbench @

File Administration Update Window Help

Support Assistant

Launch Activity 5 B0 -0

Welcome to IBM Support Assistant

First Steps

Find Information
find the info

Tutorials
B_ Go through tutorials

Latest News
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Select “IBM Monitoring and Diagnostic Tools for Java™ - Memory Analyzer”, and then click the grey
“Launch” button at the bottom of the screen.

‘Eg Tools - IBM Support Assistant Workbench

=N o =
File Administration Update Window Help

Support Assistant

Analyze Problem x

@ T Tools @ Collect Data {2 Guided Troubleshooter

S |
Case/Incident
default
Tools Catalog Find Mew Tool Add-ons ~ Description
IBM Menitering and Diagnestic Tools for Java™ -
Tool Name

Version Memory Analyzer is a fast and feature-rich Java heap

IBM Monitoring and Diagnostic Tools for Java™ - Garbage Collection and Memory Vis 2.4.0.20101007 analyzer that helps}rrou find memary leaks and reduce
- ; . memory consumption,
IEM Menitoring and Diagnostic Tools for Java™ - Health Center 1.3.0.20101104

™ The tool reads IBM Portable Heap Dump (.phd) files,
¢ IBM Manitoring and Diagnostic Tools for Java™ - Memory Analyzer [Tech Preview]  0.6.0.201101042253 i system dumps generated by IBM VMs and processed
by jextract, and Sun hprof binary heap dump files,

Restrictions

Mone

Associations

Tool is not associated with any products -

Launch ] [Submit Feedback] [ Help

On the “Tool Input Parameters Values” box, click “Next”. This will launch the tool immediately.

J;;‘_]"!Tuul Input Parameter ¥Yalues ﬂ

IBM Monitoring and Diagnostic Tools For Jawa™ - Memary Analyzer (Tech Preview)

Heap dump file || Bromse. ., |
Mext = I Cancel |
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Click “File->Open heap dump” and navigate to the JVM’s working directory
“C:\IBM\WebSphere\AppServer\profiles\AppSrv01” (note the default directory is for the ‘ready made’
heap dumps, not the JVM’s working directory).

Select the IBM heap dump (extension .phd) and click the “Open” button. Please wait a few
minutes for the heap dump to be processed.

Open Snapshot E E
Lok ir: I I AppSrvi j € T [

Mame = | Size | Tvpe :l
I properties File Falder
I samples File Folder
(Sotemp Size: 79.6 KB
[htranlog Folders: wersion
[CT)wstemp Files: client.policy, firststepsport.props, ip
core,20110224,094239,3072. 1944 . dmp 458,115 KB  DMP File
IE core,20110224,.094239,3072. 1944, dmp 101,854 KB Compressec
= Fheapdump, 201 10224, 0942 72,1945 . phd 12,244 KB PHD File
javacore, 20110224 ,.09423530,3072, 1940 1,903 KE Text Docum

by Documents

javacare, 20110224, 094230,3072.1941 1,902 KB Text Dacum
javacore, 20110224 ,.094230,3072, 1942 1,906 KB Text Docurn
javacore, 20110224 ,.09423530,3072, 1943 1,506 KE  Text Docum
javacore, 20110224 004324 ,3072, 1945 1,904 KB Text Docurm
arbtrc.24022011.0728,33 12KE Text Du:u:um:

4| | o
File ame: [hespdump 20110224 094233 30721945 |
Files of ype: I.-'-‘-.II F.riowen Formiats j Cancel |

ty Computer

In the “Getting Started Wizard” box, click the “Finish” button to open the “Leak Suspects Report”
and wait a few moments more.
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E’hﬁetting Started Wizard H[=] E3
Getting Started

Chonse ane of the common reparts below, Press Escape ko close this dialog,

{* Leak Suspects Report

Autormatically check the heap dump For leak suspects. Report
what objects are kept alive and why they are not garbage
collected.

O Component Report

Analyze a set of objects For suspected memory issues:
duplicate strings, empky collections, finalizer, wealk
references, ekc.

i Re-open previously run reports

Existing reparts are stored in £IP files next ko the heap dump.

[V Show this dislog when opening a heap dump.

= Back Mext = | Finish I Cancel

This report provides basic heap statistics as well as a list of possible leaking objects. Your heap dump will
indicate that ShoppingServlet is responsible for a large percentage of memory, and that a single HashMap
is involved.

i |I|%gnn-|h’§|'%'|ox

i Owendew %defaultﬁrepnﬂ: org.eclipse.natapiisuspects 23

(@) 1675 ME

. (a) Problem Suspedt 1

B ) Problem Susped 2
|:| (5] Remainder
N~ (OiME
) 304 MB

Total: 256.7 MB

~ @ Problem Suspect 1

he class "com.ibm.websphere.samples.plantshywebspherewar.ShoppingServlet”, loaded by "", occupies 175,663,324 (65.27%) bytes. The memary is
ccumulated in one instance of "java.util.HashMap$Entry[]" loaded by "com.ibm.oti.vm.BootstrapClassLoader @ 0x152b6c0".

http.//www-01.ibm.com/software/support/acceleratedvalue/ 41



Impact2011 /BM Software Accelerated Value Program

Changing the Way Business and IT Leaders Work

Click on the “Details” link to display the shortest paths to an accumulation point.

Note:

An accumulation point is simply a reference that is suddenly responsible for keeping lots of heap space
alive. In this case, the single HashMap at the top of the table has been identified as the single object that
is responsible for the large accumulation of further objects.

The shortest path to this accumulation point shows what is responsible for keeping that accumulation
object alive. In this case, a class loader, Thread and ShoppingServlet Class are referring to the HashMap.

+ Shortest Paths To the Accumulation Point

Class Name Shallow Heap Retained Heap
@ java.util.HashMap$Entry[131072] @ 0xa3218f8 524,304 175,662 656
fr M7 java.utilHashMap @ 0x72455c8 45 175,662,720

i 17 fava.util HashSet @ 0x72455b8 186 175,662,736
o class com.ibm.websphere.samples.plantsbywebspherewar ShoppingServlet @ 0x7b79c28 76 175,663,324
I T
----- 'D <class> com.ibm.websphere.samples.plantshywebspherewar.ShoppingServlet @ 24 24
0x72455f8 »
----- '@ com.ibm.ws.classloader. CompoundClassloader @ 0x7138118 » 152 6,988

L. ¥ Total: 3 entries

Scroll down to view the accumulated objects.

This view shows the objects referred to by the HashMap accumulation point. You will see the HashMap
contains entries that total approximately 175Mb or 65% of the total heap space. Only the first 20 entries
from the HashMap are shown in this report.
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+ Accumulated Objects

Class MName Shallow Heap

u:lass com.ibrn.websphere samples plantshwwebspherewsr ShoppingServlet @ 76
0x7b79c28

L. [)iava.util HashZet @ 0x72455h3 16

[} iava.util.HashMap @ 0x72455¢8 48

Lo [ iava.util. HashMap$Entry[131072] @ Oxa321&f5 524,304

: Diava.utiI.HashMap$Entrv @ 0x6c90f78 3z

b [[)iava.util.HashMap$Entry @ 0x8ded070 32

- [} iava.util. HashMap$Entry @ 0x6f79bd0 3z

- Diava.utiI.HashManﬂ;Entrv @ 0x718f4ag 32

- [} iava.util.HashMap$Entry @ 0x75cd6dn 3z

- Diava.utiI.HashManﬂ;Entrv @ 0x75f3450 32

- Diava.utiI.HashMap$Entrv @ 0x761e?70 32

b [[)iava.util.HashMap$Entry @ 0x76f2870 3z

- [} iava.util. HashMap$Entry @ 0x786f5ds 3z

b [[)iava.util.HashMap$Entry @ 0x03ad78s 32

- Diava.utiI.HashMap$Entrv @ 0x60afbdo 32

- Diava.utiI.HashManﬂ;Entrv @ 0xEE706e0 3z

Diava.utiI.HashMap$Entrv @ 0x6b367e0 3z

b [[)iava.util.HashMap$Entry @ 0x6f7d430 32

- [} 18 a.util.HashMap$Entry @ Ox6fhas?o 3z

e [} 1a¥a.util.HashMap$Entry @ Ox6fetlad 32

..... Diava.utiI.HashMap$Entrv @ 0x7FO6E188 32

[} iavautil.HashMap$Entry @ 0x725hdcd a2

- [} 18 a.util.HashMap$Entry @ 0x7478c30 32

e ¥ Total: 20 entries 640

Retained Heap
175,663,324

175,662,736
175,662,720
175,662,656
211,888
211,888
209,304
209,304
209,304
209,304
209,304
209,304
209,304
209,304
206,720
206,720

206,720

206,720
206,720
206,720
206,720
206,720
206,720

4,165,408

Percentage

65.27%

65.27%
60.27%
65.27%
0.08%
0.08%
0.08%
0.08%
0.08%
0.08%
0.08%
0.08%
0.08%
0.08%
0.08%
0.08%

0.08%

0.08%
0.08%
0.08%
0.08%
0.08%
0.08%

0.015

Scroll down to view the “Accumulated Object by Class” table. This shows the total number of
objects referred to by the HashMap accumulation point, in this case over 17,000 objects with a retained

size of over 175Mb. Of course, the exact statistics in your heap dump will vary.

+ Accumulated Objects by Class

Label Mumber Of Objects Used Heap Size Retained Heap Size
Jdc) iava.util HashMap$Entry 17,928 573,696 175,138,352
Note:

Shallow heap refers to the size of an individual object in isolation, and retained heap includes all the

objects that are referenced (and kept alive) by that object.

Scroll to the “Accumulated Objects” table.
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To determine what is stored in each of these HashMap entries, left click the accumulation point,

i.e. the HashMapEntry with the array icon v .

Select “Java Basics->Open in Dominator Tree” to display the most significant references from the
selected HashMap object.

Note:
As an alternative to the Dominator Tree, you could show all references with List objects->with outgoing
references.
Lo (o) fava util HashiiapEEntry 1310721 @ m-sssnss 524,304 175,662,656 £5.27%
- - - List objects »
- D1ava.utlI.HashM@$Entrv @ 0x6 . 32 211,585 0.08%
. i ] Show objects by class »
: - D1ava.utlI.HashM@$Entrv @ 0xad E?i: Path To GC Roots 5 2 211,388 0.08%
- D1ava.utlI.HashM@$Entrv @ Dxef %: Merge Shortest Paths to GC Roots , 32 209,304 0.08%
i [} iava.util HashMap$Entry @ 0x71 IBh Extensians D a2 209,304 0.08%
b [[)iava.util HashMap$Entry @ 075 T Basias » ReferemEes » 0.08%
D iava.util.HashMapdEntry @ 0x75 lava Collections b | = Customnized Retained Set 0.08%
Diava.util.HashM@%ntrv @ 07 Leak [dentification 3 Find Strings 0.08%
b [} iava.util HashMap$Entry @ 0x76 %= Immediate Dominators Group By Value 0.08%
i [} iava.util.HashMap$Entry @ 0x78 = Show Retained Set %g OpenIn Dominator Tree 0.08%
t.. [ iava.utilHashMapgEntry @ oxag i= OPY > | il Show & Histogram 0.08%
. . X - Search Queries... 'f'-g"'ég- Thread Details
i [)iava.util HashMap$Entry @ 0x60 . 0.08%
; . . ‘g Thread Stacks
. D1ava.utlI.HashM@$Entrv @ 0x68706e0 __ o 0.08%

Click “Finish” on the “Open In Dominator” dialog.
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%!Java Basics / Open In Dominator Tree

Open In Dominator Tree

Cpen Dominator Tree For selected objects, LY
Arguiment | YWalue |
objects [conkext]

-grouphey Mo Grouping (objecks) LI

)] Firiish I Cancel

Cpen Dominator Tree For selected objects,

Arguments:

objects

Obijects For which the dominator tree should be shown,

-groupby

Whether to group the objects in the resulting tree by cass, classloader or by package.

Expand the top level HashMap object to show the thousands of entries that compose this
HashMap.
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i Ew | E& Q| BB

i Owerview [il Histagram E@;., default_report org.eclipse.matapiisuspects %: showe_dorminator_tree [contest] &3

Class Marre Shallow Heap Retained Heap Percentage
= <Regex: ZMurneric ZMurmeric = “Murneric s
a (1] java.utilHashtap$Entry[131072] @ Dxa32 182 524,304 175,662,656 65.27%%
L java.utilHashidap$Entry @ 0:Gcd0f78 32 211,383 0.08%%

L] java.util Hashhap$Entry @ 0xBded070 3 411,888 0.08%%

- L] javautil Hashiap$Entry @ 0:6fT9bd0 3 209,304 0,082
L] java.util Hashtap$Entry @ 0x718f4al 3 209,304 0.08%

L java.wutilHashiap$Entry @ 0:75c46d0 32 209,304 0.08%%

L] java.util Hashhap$Entry @ 0:75f3450 3 209,304 0.08%%

- L] javautil Hashiap$Entry @ 0:761e 770 3 209,304 0,082
L] java.util Hashtap$Entry @ 0xT6F2870 3 209,304 0.08%

L java.wtilHashhap$Entry @ 0:786f5d8 32 209,304 0.08%%

L] java.util Hashhap$Entry @ 0:93ad 788 3 209,304 0.08%%

- L javautil Hashiap$Entry @ Dx60afbdl 3 206,720 0.08%
[ | java.util.Hashtdap$Entry @ 0687060 32 206,720 0.08%

L java.wutilHashtap$Entry @ 0:6b3670 3 206,720 0.08%

L] java.util Hashhap$Entry @ 0x6f307al 3 206,720 0.08%

- L java.util Hashidap$Entry @ 0:6FTd430 3 206,720 0.08%

- ] java.util.HashMap$Entry @ Oxbfba3li 32 206,720 0.08%
[ ] java.util.Hashtap$Entry @ Dxbfeflad 32 206,720 0.08%

L] java.util Hashhap$Entry @ 0:7068188 3 206,720 0.08%

- L javautil Hashiap$Entry @ 0x725b4c8 3 206,720 0.08%
[ | java.util.Hashtdap$Entry @ 0:T 47830 32 206,720 0.08%

L| java.wtilHashiap$Entry @ 0:7565828 3 206,720 0.08%

L] java.util Hashhap$Entry @ 0:7739498 3 206,720 0.08%

- L] java.util Hashhap$Entry @ 0x773a8c8 12 208,720 0.08%
[ | java.utilHashtap$Entry @ 0:773bcf8 32 206,720 0.08%

L java.wtilHashtap$Entry @ 0:773c710 3 206,720 0.08%

2+ Total: 25 of 17,928 entries

Display some further entries by right clicking the “Total” and selecting “Next 25”. The “Expand All”
option is likely to take some time so avoid clicking that.

- L] javautil Hashiap$Entry @ 02773710 32 206,720 0.08%

2+ Total: 25 of 17,0
Columns.. 4

¥ Motes 52 | B Mawigatio *  Mext 25
*  Customn expand
*+  Expand All
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Expand one of the HashMap entries.
You will notice that the HashMap entry refers to a ShoppingContainer class in the plants sample.

= | ] jawa.util HashMap$Entry @ OxcdeaSed
|| java.util. Hashtap$Entry @ Oxc4ab35s
|| com.ibr.websphere, samples, plantsbywebspherewar . ShoppingServiet§shopping Container (@
> Total: 2 entries

Note:

The class name “ShoppingServilet$ShoppingContainer” means the “ShoppingContainer” class is an inner
class of “ShoppingServlet”.

This ShoppingContainer object is responsible for keeping approximately 2,552 bytes alive in the heap.
The HashMapEntry actually keeps 209,304 bytes alive in total, including the ShoppingContainer. All the
other HashMapEntry objects in the list follow an identical pattern. Their retained heap varies, but they
always contain a ShoppingContainer.

i Cwerdews il Histogram E@;_, default_report org.eclipsermatapiisuspects %g showe_dorminator_tree [context] &2

Class Marne Shallow Heap Retained Heap Percentage
2 cRegexs <Murmeric » <Murneric» <Murmeric»

a (0] java.util HashMap$Entn{131072] @ 0xa3219f8 524,304 175,662,636 65.27%
o L javawtil HashMap$Entry @ 0xBc90f78 32 211,888 0.0g2s

. L] javawtilHashMap$Entry @ 0x8ded070 R 211,888 00824

- L javawtil HashiMap$Entry @ 0x6f79bd0 R 209,304 00824

s [ java.util HashMap$Entry @ 0xT16f4a8 EF! 0.08%

- | java.util Hashhdap$Entry @ 0x75dfc58 32 206,720 0.08%%

- || com.ibm.sebsphere.samples.plantsbywebspherewar ShoppingSendet$shoppingContainer 32 0.002%

2. Totalk 2 entries

You have established that objects from the plants sample seem to be involved with the memory leak - a
ShoppingServlet is referring to a large HashMap that contains many instances of ShoppingContainer.
Let’s look at the overall footprint of the entire plants sample.

, . :
Click on the icon to open a histogram.

Type “com.ibm.websphere.samples.plantsbywebspherewar.*” in the “Regex” filte_[I box and
press the Enter key. The Regex filter box is the first line of the table, starting with the icon —wi=Reg==
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Pl T | EH-& Q| HrBrd-| @

i Owerview Eé default_report org.eclipse.mat.apiisuspects | lil Histogram &2

Class Marne Objects Sh;llowHeap Retained Heap

. - com.ibm.websphere.samples.plantshywebspherewar.* zMurmeric» zMurmeric» “Mumeric ;

c com.ibm.awebsphere. samples.plantsbywebspherewar.ShoppingServlet$ShoppingCaontainer 67,774 2,168,928  »= 174,969,564

Gcom.ibm.Websphere.sampIes.plantsbywehspherewar.lmageSer\ert 1 24 »= 100

@ comibmavebsphere.samples.plantsbywebspherewar, ShoppingSerdet 1 24 == 175,663,348
p ples.p b pping

Gcom.ibm.webs here.samples.plantsbywrebspherewar.AdminSerelet 0 1] =160
p ples.p yhrehsp

@ com.ibmwebsphere. samples.plantsbywebspherewarAccountSendet 0 0 »= 70
P plesp yrebp

2 Total: 5 entries (19,926 filtered) 67,781 2,168,976

In this heap dump there are 67,779 instances of ShoppingContainer with a shallow heap of 2Mb and a
retained heap of 172Mb. The cause of this memory leak is becoming increasingly clear, and it seems only
the ShoppingContainer and ShoppingServlet classes are involved.

Optional Steps:

Double click the desktop shortcut for ShoppingServlet.java to inspect the programming error.

shoppingse. ..

Click “Edit->Find” and search for “ShoppingContainer” to locate the definition of the inner class.

Click “Edit->Find” and search for method “deliberateMemoryLeak”, click “Find Again”.

You will find method “deliberateMemoryLeak” adds 10000 instances of the ShoppingContainer inner class
to a static HashMap every time the wheelbarrow image is clicked. The constructor of the
ShoppingContainer class fills a pointless array of size 2500 bytes. This is the source of the memory leak.
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private vold deliberateMemoryLeak|()

Uzer clicked on the wheelbarrow, let's f£ill it with a
" memory leak.
System.out.println("==> STARTING MEMCRY LERE"):

int LEAK SIZE = 10000;

for (int i = 0; 1 « LEAK S5STIZIE; i++)
leakCbject.add (new ShoppingContainer()):

System.out
println("==»> Ldded "
+ LERE SIZE

+ " objects to memory leak. The leak now contains "
+ leakCbject.zsize () + " object=s."):

System.out.println("==> ENDING MEMORY LELE"™):

cla=zs ShoppingContainer

private byte[] array:
private long timestamp;

ShoppingContainer ()
array = new byte[2500];
Arrays.fill (array, [(byte) 65);
timestamp = System.currentTimeMilli=():
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Part 7: Using the IBM Extensions to Memory Analyzer for Further Memory
Analysis (10 minutes)

Note:

“IBM Extensions for Memory Analyzer”’ add-ons have been installed into ISA. These have recently

been released by IBM via the IBM Alphaworks site. They are unsupported, but very useful extensions to
the Memory Analyzer tool.

They provide IBM product specific analysis of heap dumps by applying knowledge of the internal data
structures of the IBM products into useful reports. For example, there is a WebSphere Application Server
report to view the size and other details of the WebSphere objects in the heap dump that hold the HTTP

sessions. This enables the Memory Analyzer tool to be used for more than just diagnosing memory
leaks.

Most of these extensions require the additional data only available in a full system dump which you will
analyze in this final part of the lab.

Return to the ISA window and close the Memory Analyzer tab which contains the analysis of the
IBM heap dump.

Ehheapdump.20110224.094239.3072.1945.phd - IBM Support Assistant Workbench [_ O] %]
Fie Administration Update Yiews Window Help

Support Assistant

TR < "] itori j stic Tools...  x

[, tnspectar sz] 5 = 8| B heapdump.20110224,094239,3072, 1945, phd le = =
L w e wiB Bl pla e

i Cverview |% default_report org edipse.mat, apiisuspects ‘ %g show_dominator_tree [context] [ il Histogram 532
:: ¢com.ibm.wehsphere.samples.plantsbywehspherewar.

[c] com.ibm.websphere.samples. plantsbywebspherewar ShoppingServlet$shoppingCaontainer 87,163 2,769,216 »= 222,440,052
@ com.ibm websphere.samples. plantshywshspherewar Imagservist 1 74 == 100
@ com.ibm.websphere.samples. plantsbywebspherewar, Shappingserviet 1 24  »=225,751,604
[c] com.ibm,websphere,samples. plantsbywebspherewar AccountSerlet o 1) =T

Statics | Attributes | Class Hierarchy » || '©® com.ibm.websphere. samples. plarntstywebspherewar  AdminSer viet 0 0 =76
Z. Total: 5 entries (17,167 filtered) 87,165 2,769,264

Type | Name Value

Click “File->Open heap dump”.
Navigate to the system dump you previously processed with jextract.
Select the compressed .dmp file and click “Open”. Please be patient, parsing a system dump

can take longer that a compressed IBM heap dump. Approximately 3-5 minutes may pass with little
nothing reported by the progress bar.

http.//www-01.ibm.com/software/support/acceleratedvalue/ 50



Impact2011 /BM Software Accelerated Value Program

Changing the Way Business and IT Leaders Work

Open Snapshot
Look i I =0 AppSrvl j Q ¥ 2 -

Mame = | Size | Twpe ﬂ
IChlogs File Folder
I properties File Falder
ICasamples File Folder
IChtemp File Folder
IChtranlog File Folder
Iy wskemp File Folder
core, 201 10224,094239,3072, 1944, dmp 468,115 KB DMP File
[ Blcore. 201102240947 Z.1944,.dmp 101,834 KB Compressed [

. heapdump. 201 10224.094239, 3072, 1945, phd 12,744 KE PHD File

WEREERLEER | (10 heapdump.20110224.094239.3072. 1945_Leak. . 77KE  Compressed (

javacore, 20110224,094230,3072.1940 1,903 KB Text Documer

E; javacore, 20110224,094230.3072, 1941 1,902 KB Text Documer
javacore, 20110224,094230,3072, 1942 1,906 KE  Text Documer—

by Computer

javacore, 201 10224,094230, 3072, 1943

T e TR E I K Ta Ta W B n Tu . L L T B Ta b L B R . I

4

1,906 KB

A mmd 1em

File name: Il:l:nre.EEH 10224.094239.3072.1944.dmp

|
[

Filez of type: I.-i'-.II K.non Formats

[

Text Documer
-
L]J
Cancel |

On the “Getting Started Wizard” box, click “Cancel” to avoid generating the standard reports.

-

(=]
Click the reports icon and select “IBM Extensions->WebSphere Application Server-

>Application Classloader Leaks”.

This is a useful way of visualizing which class loaders, and therefore which WebSphere applications are

exhibiting memory leaks. In this lab, you will find one has been identified as exhibiting signs of a memory

leak.
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il %o

i Overview E3
0x0294f450
Ox02988a48
0x02991378
Ox02992380
0x029933b0
0x02995018
0x02929d18
0x02a9Ld80
0x02592778
0x0229£130
Ox02afe788
Ox0Zaf£090
Ox0Z2kL00598
Ox02e19348
Ox02c19dad
Ox02fe0Z 48
0x02fe0d20
0x03002 fed
Ox03003d45
0x03049710
Ox0304£128
Ox030567d0
O0x03058 aad

Ml v &5 | &

application_classloader_leaks 3

com/ ibm/ws /o lass loader / CompoundC lassLoader
com/ ibm/ws/class loader /CompoundC lasshoader
com/ ibm/ws /classloader /CompoundC lassLoader
cam/ ik /ws /e lassloader /CompoundC lassLhoader
com/ ibi/wa /o lassloader /CompoundC lasshoader
con/ ibm/ws /o lassloader / CompoundC lagsLoader
com/ ibm/ws /classloader /CompoundC lassLoader
com/ ibw/ws/class loader /CompoundC lasshoader
com/ ibi/wa /o lass loader / CompoundC lasshoader
com/ ibm/ws /o lass loader / CompoundC lassLoader
com/ ibm/ws/class loader /CompoundC lasshoader
com/ ibm/ws /classloader /CompoundC lassLoader
cam/ ik /ws /e lassloader /CompoundC lassLhoader
com/ ibi/wa /o lassloader /CompoundC lasshoader
con/ ibm/ws /o lassloader / CompoundC lagsLoader
com/ ibm/ws /classloader /CompoundC lassLoader
com/ ibw/ws/class loader /CompoundC lasshoader
com/ ibi/wa /o lassloader /CompoundC lasshoader
com/ ibm/ws /o lass loader / CompoundC lassLoader
com/ ibm/ws/class loader /CompoundC lasshoader
com/ ibm/ws /classloader /CompoundC lassLoader
cam/ ik /ws /e lassloader /CompoundC lassLhoader
com/ ibi/wa /o lassloader /CompoundC lasshoader

Stopped application class loaders

O=03 43948 60

com/ ibi/wa /o lassloader /CompoundC lasshoader

[unknown LEAK]

Left click the class loader identified as leaking and select List Objects->with outgoing references

B T T

DKDZ&:’ e f] f] A a a2 a -

Ox0Z a1 List ohjects ]
D=0zl Show objects by class 3
OxDcs Path To GC Roots v
Qw02

DxDEf:%: Merge Shortest Paths to GC Roots 3
Ox02 £ IEM Extensions b
0=0301 Java Basics 3
D=0301 Java Collections 3
Qx030s

Q0304 Leak Identification 3
DxDEDJ%& Immediate Dominators

Dx030 = Show Retained Set

Atopps = | Copy g

Search Queries...

[0 DelegatingClassLoader, 1 J3PExtensionClassLoader)

[0 DelegatingClassLoader, 3 J3PExtensionClassLoader)

e e —— W= e m e ———

|4  with outgeoing references

"] with incoming references
undc la=ssLoader
undcClassLoader
undClassLoader
undcZlassLoader
undClassLoader
undclassLoader
undcClassLoader
undcClassLoader
undcClazssLoader
undcClassLoader

0x0249d8 60 coms ibmfws/classloader /CompoundClasshoader
[unknowmn LERAE]
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Expand the class loader references.

The resulting objects loaded by this class loader relate to the Plants sample which gives a clear indication
of the application which is leaking memory.

il % & Q] E |

i Owverview % application_classloader_leaks | |4 list_objects [context] E2

Class Mame

4 |d] com.ibm.ws.classloader.CompoundClassLoader @ 0x249d360
. |c} <class> class com.ibm.ws.classloader.CompoundClassLoader @ Oxl bébcal

. |t} parent, parent cor.ibrn.ws.classloader.ProtectionClassLoader @ 0x2170cd0

. |} assertionLock java.lang.ClassLoaderSAssertionLock @ 0x249daf8

. L packages java.util. Hashtable @ 0x249daad

. | lazyInitLock java.lang.ClassLoaderSLazylnitLock @ 0x243db10

. |L packageSigners java.util.Hashtable @ 0x249db20

- |} methodCache java.util.Hashtable @ 0:249db88

. | fieldCache java.util. Hashtable @ 0x249dbf0

. | constructorCache java.util.Hashtable @ 0x249dc58

. L4 pds java.util.HashMap @ 0x249dcc

. |t} nativelibpaths java.lang.String[0] @ 0x249dd40

- |uj libraryClassLoaders com.ibm.ws.classloader.CompoundClassLoader[0] @ 0x243,
. LJ reloadableParents java.util.Vector @ 0x249dd&0

. |} resourceRequestCache java.util.CollectionsSSynchronizedMap @ 0x249ddf0

. |uj providers com.ibrm.ws.classloader.5inglePathClassProvider[1] @ (x24a6da8

. L localClassPath java.lang.String @ Ox24a6dal CAIEM\WebSphere\AppServeripro
.|} preDefinePlugins java.util.ArrayList @ Ox24abecd

Shallow Heap

152
9,496
96
15
40
16
40
40
40
40
45
16
15
32
24
24
32
32

G aR R R

class com.ibm.websphere.samples.plantsbywebspheregjb. Supplier @ 0:3193f60
class com.ibm.websphere samples.plantsbywebsphereejb. Orderltern @ 0:31cal!
class com.ibm.websphere.samples.plantsbywebspheregjb, Orderltem SPE @ 031
class com.ibm.websphere samples.plantsbywebsphereejb IdGenerator @ (:3279
class com.ibm.websphere.samples.plantsbywebspheregjb.Inventory @ (k345122

229
391
265
154
G44

. |} annotationCache java.util.Hashtable @ 0:x34018e8

e
ek

Click the reports icon

class com.ibm.websphere.samples.plantsbywebspheregjb.BackOrder @ 034 aad
class com.ibm.websphere.samples.plantsbywebsphereejb, Order @ 037 9128

-

Cache Analysis”.

40
303
Bi66

Retained Heap

38,058
10,680
648

15

136

16

168
104
18,616
104
160

16

15

&8
9,136
2,544
296

&8

229
391
265
154
644
7432
303
566

and select “IBM Extensions->WebSphere Application Server->WAS

This illustrates the contents of the WebSphere caches such as dynacache. These types of caches reside
in memory. If the WAS cache report shows a high memory footprint, the size of the caches can be limited
with WebSphere administration, or the cache contents can be automatically offloaded to disk. For this lab,
there is no action required.
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Cache Analysis

Cache Analysis

+ WAS Caches Found
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Click the reports icon
Container Analysis”.

Address Cache Name Cache Size Cache Size Limit Disk Offload Shallow Heap Retained Heap
0xZa%dden com.ibm.workplace/ExtensionReqgistryCache 14 000 disabled 320 169024
Oxzazbeln com.ibm.ws. wssecurity . sctServiceCacheMap 0 2000 disabled 320 64184
OxZal6led com.ibm.ws . wssecurity sctClientCacheMap 0 2000 disabled 320 64184
> Total: 3

entries

~ EJS Caches Found

Address Cache Name Entries SoftLimit Hard Limit Eviction Strategy Shallow Heap Retained Heap
Ox2bédd7o Wrapper Cache 4 4106 4516 SweeplruEvictionStrategy 7z 147954
0x2bZceld EJB Cache i} 2053 2258 BackgroundLruEvictionStrategy 72 205416
> Total: 2

entries

‘Té} -

and select “IBM Extensions->WebSphere Application Server->Web

This shows details of all the configured web applications. Observe that in this case only the Plants by
WebSphere application has any active sessions. In the next step, we will check the memory size of these

sessions.

R ER A= e

i Overview Eé Was_overview Eé web_container_analysis i3

Web A

lication Analysis

Web Application Analysis

+ Web Application Details

0x1f45198

0x32321ch

default_host

FIBM_WS_SvS_RESPONSESERVMLET/*

Address :ior::illame Web Group Name
0x3717a60  default_host  /PlantsByWebSphere/docs/*
Ox27f9450 default_host  /SamplesGallery/*
0x2a79258  default_host
0x30200e8  default_host  /WSsamples/™

default_host  /*

/PlantsByWebSphere/*

admin_host  /ISCAdminPortlet/*

0x262c5958  admin_host  /FileTransfer/*
0x312e568  admin_host  fibrm/helps/*
0x36elded  admin_host  fwimn/*
0x2661028  admin_host  fibm/console/™
0x37fbSca admin_host  /fwasportlet/*
> Total

12

entri

Web App Name

PlantsBywebSphere
SamplesGallery
ibmasyncrsp
SamplesGallery
Defaultapplication
PlantsBywebSphere
isclite
filetransfersecured
isclite

isclite

isclite

isclite

Tl

Loa

war
war
war
war
war
war
war
war
war
war
war

war

der

PlantsBywebSphere/PlantsGallery . war
1SamplesGallery/GalleryMenu.war
ibmasynerspfibmasyncrsp.war
:SamplesGallery/Gallery war
:Defaultapplication/Defaultwebapplication.war
PlantsBywebSphere/PlantsBywebSphere war
tisclite/ISCAdminPortlet.war
Hfiletransfersecured.ear/filetransfer.war
tisclitefiehs.war

tsclite/WIMPortlet.war

tisclitefisclite war

tisclite/wasportlet.war
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-

Click the reports icon , select “IBM Extensions->WebSphere Application Server->HTTP
Sessions”. This shows details of all HTTP sessions including the size, session attributes, timeout, user ID

and session ID.

Ensure the table of sessions is ordered by “Retained Heap”. Notice how some sessions for

PlantsByWebSphere are around 10k while others are just 0.5k.

i B BB QB A M

i Overview B2 http_sessions 2

Class Name Shallow Heap Retained Heap
o <Regen> <MNumeric> <MNumeric>

s [ com.ibm.ws.session.store.memory. MemorySession @ 003911368 for memory store Sar 112 181,696
(& com.ibm.ws.session.store.memory. MemorySession @ 063922760 for memaory store Pla 112 10,712
s @l com.ibm.ws.session.store.memory. MemorySession @ Oxdal2f40 for memory store Pla 112 10,672
v [l com.ibm.ws.session.store.memory.MemorySession @ (xd006840 for memory store Plz 112 10,672
y: [l com.ibm.ws.session.store.memory.MemorySession @ Oxbabdd60 for memory store Pl: 112 10,672
B com.ibm.ws.session.store.memory.MemorySession @ 0x5599348 for memaory store Pla 112 10,672
[l com.ibm.ws.session.store.memory.MemorySession @ 0x51e6720 for memory store Pla 112 10,672
v [l com.ibm.ws.session.store.memory.MemorySession @ 0:3994dc8 for memory store Plz 112 10,672
v [l com.ibm.ws.session.store.memory.MemorySession @ 0:3986dal for memory store Plz 112 10,672
. [ com.ibm.ws.session.store.memory.MemorySession @ 0x3945948 for memory store Pla 112 10,672
- [ com.ibmws.session.store.memory.MemorySession @ 0:390d0f0 for memory stere Pla 112 10,672
- [[] com.ibm.ws.session.store.memory.MemorySession @ (i38fcd68 for memory store Pla 112 10,672
. [ com.ibm.ws.session.store.memory.MemorySession @ (388670 for memaory store Pla 112 10,672
. L] com.ibm.ws.session.store.memory.MemorySession @ (:38f27f8 for memory store Plar 112 10,672
. [ com.ibm.ws.session.store.memory.MemorySession @ 0x38cf050 for memory store Pla 112 10,672
[l com.ibm.ws.session.store.memory. MemorySession @ 0x38cebel for memory store Pla 112 10,672
s [ com.ibm.ws.session.store.memory. MemorySession @ 0x38cabel for memory store Pla 112 10,672
v B com.ibm.ws.session.store.memory.MemorySession @ 0x10d1a930 for memory store P 112 472
v [l com.ibm.ws.session.store.memory. MemorySession @ 0xf842d90 for memory store Pla 112 472
v [l com.ibm.ws.session.store.memory.MemorySession @ Oxefe59d8 for memory store Pla 112 472
y: [l com.ibm.ws.session.store.memory.MemorySession @ Oxde8d398 for memory store Pl: 112 472
B com.ibm.ws.session.store.memory.MemorySession @ 0xd4165b0 for memory store Pl: 112 472
s [@l com.ibm.ws.session.store.memory.MemorySession @ 0xd394188 for memory store Plz 112 472
- [[] com.ibmws.session.store.memory.MemorySession @ 0xd3400¢8 for memory store Plz 112 472

AppMame

<Regex>
default_host/SamplesGallery
default_host/PlantsBy\WebSphere
default_host/PlantsBy\WebSphere
default_hest/PlantsByWebSphere
default_host/PlantsByWebSphere
default_host/PlantsByWebSphere
default_host/PlantsByWebSphere
default_host/PlantsByWebSphere
default_host/PlantsByWebSphere
default_host/PlantsByWebSphere
default_host/PlantsByWebSphere
default_host/PlantsByWebSphere
default_host/PlantsByWebSphere
default_host/PlantsByWebSphere
default_host/PlantsByWebSphere
default_host/PlantsBy\WebSphere
default_host/PlantsBy\WebSphere
default_host/PlantsByWebSphere
default_host/PlantsByWebSphere
default_hest/PlantsByWebSphere
default_host/PlantsByWebSphere
default_host/PlantsBy\WebSphere
default_host/PlantsBy\WebSphere
default_host/PlantsByWebSphere

Highlight and then expand one of the 10k session objects. The session attributes have been
automatically extracted from the WebSphere objects and presented by the IBM Memory Analyzer
extensions. Notice there is a key called “deliberateLargeSession” which contains a very long String of

letter “C™’s. This looks like another deliberate mistake in the Plants application.

2 com.ibm.wssession.store.memory. MemorySession @ 0x5599348 for memory store Pla
+ Key=deliberatelargeSession, Value=byte[10240] @ 0x559d110 CCCCCCCCCCCCOCCO]
- L1 AN Outgoing References of the Session Object
Z Total: 2 entries

112 10,672
32 10,288
] 0

Make a note of the “_sessionld” for the object. This can be seen on the “Attributes” tab, right click it

and choose Copy->Value.
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& ] com.ibm.ws.session.store.memory.MemonySes:
Key=deliberatelargeSession, Value= byte[10240]
[ | All Qutgoing References of the Session Obje

Merge Shortest Paths to GC Roots

Statics | Attributes | Class Hierarchy

Type Mame Value

ref _store PlantsByWebSphere at /PlantsByWe
ref _storeCall...  com.bm.owssession.StoreCallback
{ ref _sessionld Blcujusl2 g Rn e snaLer

boole... _isValid true Go Into

boole.. _isMew falze List objects

leng _currentfc.. 129596157 TR e
leng _lasthcces.. 120506157

long _creationT.. 12050615] = | Path To 6C Roots
int _WErsion 0

ref _userhlame  anonymo IEM Extensions
int _maxInacti... 120 lava Basics

int _refCount 0 Java Collections
=t =SppHlame Hefanlhe Leak Identification
ref _attributes java.util.H i :
s bt | javautitHi Imrmediate Dominators
ref _adaptation  com.ibm.] = Show Retained Set
ref _apphAdapt.. null Copy

boole... isOverflow falze E@; Search Queries...
boole... invallnPro..  false

ref _gcCount null

ref _smc com.ibm.ws.session.SessionManag
ref apoMame...

2. Total: 2 entries
[] com.ibm.ws.session.store.memory.MemonySes:

ssion.store.memory. MemonySes:
ssion.store.memory. MemonySes:
ssion.store.memory. MemorySes:
ssion.store.memory. MemorySes:
ssion.store.memory. MemonySes:
ssion.store.memory. MemonySes:
ssion.store.memory. MemorySes:
ssion.store.memory. MemonySes:
ssion.store.memory. MemonySes:
ssion.storememory. MemorySes:
ssion.store.memory. MemorySes:
sion.store.memory. MemornySes:
ssion.store.memory. MemonySes:
ssion.storememory. MemorySes:

= Address

Class Mame

= Value
= Sawve Value To File

= Selection

The best way to relate this unusually large session to the application code is to search the log files for the
session ID. If the application uses this in its logging, you may be able to determine what the user did to
cause the large session.

Note:

If you are using the “pre-prepared” system core instead of an “in-flight” system core generated
during this lab, you will not be able to relate the session ID to the log files. In which case, simply
read the remaining steps for this part of the lab.

Launch Windows Explorer. Navigate to and open file:

“C:\IBM\WebSphere\AppServer\profiles\AppSrv01\logs\server1\SystemOut.log”

Systenlut
Systenlut

a
a

Click “Edit->Find” and search the file for the Session ID you identified in the heap dump. It should
reveal a log statement that gives a clue about the application’s actions.

==» STARTING DELIBERATE LARGE 3SESSION for ID=0xo_SNSFZub0W3SCoGoqrino
==> ENDING DELIBEFATE LARGE 3EX3I0ON
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Optional Steps:

Double click the desktop shortcut for ShoppingServlet.java

Shorteut ko
Shoppingse. ..

Click “Edit->Find” and and search for “STARTING DELIBERATE LARGE SESSION”.

The deliberate mistake is clear — for any user that clicks on the white poinsettia image, their session is
loaded with an attribute containing a 10k string of “C”’s (ASCII code 67). Congratulations, you have
successfully located the final deliberate mistake in the plants sample.

System.out.println ("==

byte[] sessionAttr = new byte[10240];

Arrays.fill (sessionkttr, (byte) &7):
reqg.getSession() .setAttribute ("deliberatelargeSession™, sessionlttr);
System.out.println ("==> ENDING DELIBERATE LARGE SESSICH"):

http.//www-01.ibm.com/software/support/acceleratedvalue/
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Appendix A: Optional - Using the ISA and GCMYV to Analyze GC Data (10
minutes)

Double click the IBM Support Assistant 4.1 shortcut on the desktop.

Click the blue “Launch Activity” button and choose “Analyze Problem”.

Select “Garbage Collection and Memory Visualizer” and click the grey “Launch” button at the
bottom of the screen.

% Tools - IBM Support Assistant Warkbench EI@

File Administration Update ‘Window Help

Analyze Problem x

@ T Toals Q Collect Data {8 Guided Troubleshooter = (m
CasefIncident
default
Tools Catalog Find Mew Tool Add-ons  Description
: The IBM Monitoring and Diagnostic Toaols for Java™ -
Tool Mame Wersion Garbage Collection and Mermaory Visualizer is a
¢ IBM Manitoring and Diagnostic Taals for Java™ - Garbage Callection and Memory Visualizer 2,4,0,20101007 ;grboﬁe GC data \.-'IS:a||IZEr’. The GCland MEV‘OUVT' y
S : : i isualizer parses and plots various log types including
IBM Monitoring and Diagnostic Tools for Java™ - Health Center 1.3.0.20101104 werbose GC logs, -Xtge output, native memory logs
IEM Monitoring and Diagnostic Tools for Java™ - Memory &nalyzer [Tech Preview] 0.6.0.201101042253 {output from ps, svmon and perfmon],
It provides:
- a graphical display of a wide range of
werbose GC data values
I - tuning recommendations and detection of
problems such as memory leaks
| - report, raw log, tabulated data and graph
wigwns
Restrictions
Maone -
Associations
Tool is not associated with any products -
Launch ‘ ’Submit Feedback‘ ’ Help
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Click “Next” to go directly into the GCMV tool.

-

54 Toal Input Parameter Walues @

IBkA Monitoring and Diagnostic Tools for Java™ - Garbage Collection and Mermory Visualizer

Log name | | Browwse... |

[ Mext = ] | Cancel

Click “File->Open File” and navigate to
“C:\IBM\WebSphere\AppServer\profiles\AppSrv01\logs\serveri\navtive_stderr.log”

Click “OK” and wait a few moments for the log file to be parsed.

Click the “Report” tab at the bottom of the screen.

Review the recommendations - they relate to the same garbage collection issues you identified with live
monitoring using Health Center, i.e.:

e Excessive compaction caused by excessive calls to System.gc()

e Memory leakage leading to an out of memory condition

e Large object allocations

The report page also shows a summary table of garbage collection statistics.

http.//www-01.ibm.com/software/support/acceleratedvalue/
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File WGC Heap Data

Support Assistant

i Home

WGC Pause Data

WGC Data

Administration

Update Views Window Help
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aa Templates &3

kE' Unpaused Time
(EJ Performance
LEDObject Sizes
L—E'UNative Mernory
L-E'UMemory

5 LOM and SOA, Sizes
Q?UGenerational Heap
D%JFragmentation

G:‘ Compaction Pauses

[E Key 22 = 0
Wariants
—native_stderr.log
Data

[ Used heap (after collec

. T restarts
s Heap size

“ 1

= = 0|3 pataset1 &3

Tuning

recommendation

Summary

Used heap
(after collection)

JWh restarts

Heap size

Tuning recommendation

BThe garbage collector seems to be compacting excessively,
compaction is an expensive operation and leads to long pause
times. On average 24% of each pause was spent compacting the
heap. Compaction occurred on 37% of collections. Compaction
willl occur if the heap is too small or fragmented or if the heap is
resized. Itwill also occur frequently if -Xcompactgc is specified on
the command line. If fragmentation is causing compaction you
should consider increasing the heap size. If compaction is
occurring when the heap is resized consider fixing the heap size
by setting -*mx and -Xms to the same value as this will prevent
the heap being resized automatically leading to more predictable
pause times. If you have -Xcompactgc enabled and are keen to
minimise pause times you may wish to remove that option from
your command line. Further information about the command line
options can be found in the Diagnostics Guide.

BThe garbage collector is performing system (forced) GCs. 277
out of 972 collections (28 498%) were triggered by System gcf)
calls. The use of System.gc() is generally not recommended since
they can cause long pauses and do not allow the garbage
collection algorithms to optimise themselves. Consider inspecting
your code for occurrences of System.gc().

Dour application appears to be leaking memory. This is
indicated by the used heap increasing at a greater rate than the
application workload (measured by the amount of data freed). To
investigate further see Guided debugging for Java

v | Report| Table data Line plot| Structured data native_stderr.log

L Axes i3 [ Zoom =

¥ Aois

minutes =

Maximum X Value

279:44

Minirurm X Walue
i
0:00

Y Ao

heap restart

]

Reset Auxes

[lnstance -

<[ [Tl 3

Click the “Line Plot” tab at the bottom of the screen. The graph shows the heap size and used heap

after garbage collection. You will see these were stable for a while until a sudden increase when the JVM
experienced a rapid memory leak (highlighted in this document by the red oval)
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%Data set 1 - IBM Support Assistant Workbench Hi=] E3
File WG&C Heap Data WGC Pause Data  WGC Data  Administration  Update  Views  Window  Help

Support Assistant

ich Acti “{4}’ #f Home = “ IR el ([ 1M Monitoring and Diagnostic Tools...
oa Templates &3 ~ = O || pataset1 53 = 0| L axes 22 | T Zoom =g
® Unpaused Time ¥ A —————————————————

@ Performance Iminutes 'l

Q?Uobject Sizes

r~ Maximurn ¥ Yalue
O pakive M —— L frmap (T clkecion)
oo Mative Memory il e e a
Q?DMemory 250 ~—Heap sism o J
a :
ool Ofd and SO4 Sizes -
m. ) [z04:52
oo Generational Heap
DE'DFragmentatinn r~Minimum ¥ Yalue
() Compaction Pauses 200 '| !l AN NS
T
= 0:00
£
b
& 150 Y Axis

heap restart
(2 key 2 =0 ’7|MB j‘ ’7|instance j
rYariants ———————————————
1o Reset Axes |

=—Tative_stderr.log

SO

rData [ } {— "
= |Used heap {after collection ||

_— |JVM restarts o
0:00  20:00 4000 60:00  S0:00  100:00 120000 140:00 160:00 180:00 200:00

] |Heap size time {minutes)

1| | _>| Report: | Table data [Line plot] Struckured data native_stderr.log| 1| | _>|

The templates on the left hand side can be double clicked to show different garbage collection
statistics. For example, double click the “Object Sizes” template graph which shows the size of objects
that triggered an allocation failure. You will see very frequent requests for objects ranging from 5Mb to
10Mb (recall a large object allocation was one of the deliberate errors in the plants sample code)
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+x Templates &3 ~ =0

(1) Unpaused Time

(L) Performance

.:E.:.Native Mernory

EE.:.Memnry

o LOA and 504 Sizes

.:E'.:.Generatinnal Heap

EE'.:.Fragmentatiu:un

'ZZ:E:Z' Compaction Pauses

Double click “Memory” in the templates window.

You can customize any graph by choosing the data to plot. Click the menu “VGC Pause data” and
enable (with a tick) menu item “Pause Time (mark sweep compact)”.

@Templates - IBM Support Assistant Workbench

File %&C Heap Data | WiaC Pause Data  WiEC Daka  Administration  Update  Wiews  Window  Help
Select Al

Support Assistz
I 8 Card cleaning bimes ]

Campack Limes

ox Templates P |_ Exclusive access times

Inkervals between garbage collection kriggers

Intervals between garbage collections (mark-sweep, nursery, or global)

() Unpaused Time

L) Performance

o Matk times

oo Object Sizes Pause time (mark, sweep compact)
O hative Mernary Sweep Limes
i Memn:nr':.f Time spent unloading class lnaders
e ! Time spent unloading classes

oo Lo and S04 Si:

Total pause kime

_D_ arar akinmal He e

This will plot the total GC time which you see increasing dramatically as the JVM struggles to cope with the
rapid demands of the memory leak.
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E_jTemplates - IBM Support Assistant Workbench
e WGC Heap Data WGC Pause Data  WGC Data  Administration  Update  Views  Window Help

Frablem tm IBM Monitoring and Diagnostic Tools...
+a Templates &3 ~ = 0| pataset1 52 = 0| L axes 22 | O 2Zoom =]
® Unpaused Time s ————
®Performance Iminutes 'l
o e .95
oo Obiject Sizes ~Maxirurn ¥ Yalue
] ; |t tmap (ot cmliectinng |4}
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250 ——TH it —0.85 R J
) ) —~—Heap sice
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CE::‘ o.80 [z04:52
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.70 [ T T A T
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|
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& 150 i 50 o xis
| e 3 rheap restart
= | 45—
(£l key 2 8 I .40§ e =] ’7|instance =l
rYariants ——————————————— 35%
100 ' rtime
| | a0 Iseconds 'l
—native_stderr.| :
silfeasioen:iog |C:'l,IBM'l,WebSphere'l,AppServer'l,proFiIes'l,AppSer1'l,Iogs'l,serverl'l,native_stderr.log e
.20 Reset Axes |
S0-—H—
rData 15
e |Used heap {after collection E '_'_ I . .10
— |Heap size i | 05
1) .00

_ WM restarts
oo 2000 40:00 600 50:00 100:00 120000 140:00 160:00 150:00 200:00
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] |Pause time {mark, sweep ¢
1 | _>| Repart: |Table data [Line plot] Struckured data native_stderr.log| 1| | _>|

Another interesting statistic is “Intervals Between Garbage Collections”. Click the menu “VGC
Pause Data” and enable (with a tick) menu item “Intervals Between Garbage Collections”.

In this case, while the jmeter load generator was running, there is a often very short interval because
garbage collections as the plants sample application was constantly calling System.gc().
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%Templates - IBM Support Assistant Workbench Hi=] 3
Fle WGC HeapData W&CPauseData YWaC Data  Administration Update  Views ‘Window Help
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@ IBM Monitoring and Diagnostic Tools...
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Try changing the color of the lines by clicking the colored line icon.
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EE'.:,GeneratiDna

B Ers Caolar @
oo Fragmentat ]
@ Cormpaction B azic colors:
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NN HEER
| i EEEN
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YWariants
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[ Define Cugtom Colors > ]
Data
(— | ok || cancel |

E Heap size
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E Used heap (after collec 000
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Try dragging a box in the graph area to zoom on a particular time period. Hint — zooming works
best if you include the axes in your zoom box. You can right click and select “Reset Zoom” at any time.
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T Dataset 1 &3

kime {minutes)

—+—Usexd feap (afte mallecion)
250 ——Fame Gme§mak, sweem=p & oompae)
T—IH =i —e0a0
——Heap sir=
200 —T—=00
&
E —T400
m
& 150
——300
100
——200
T e I e :
) ——100
'_ - lr r
0 {

00 20:00 400 6000 30:00  100:00 120:00 140:00 1e0:Q0 1580:00 |£00:00

[SpU02as) Sy

Report |Ta|:||e data | Line plot | Struckured data | native_stderr.log |

Close the GCMV tab but leave IBM Support Assistant Workbench open.
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Reference Links

e IBM Support Assistant Information and Downloads:

http://www-01.ibm.com/software/support/isa/

e How to Install JVM Tools into ISA:

http://www-01.ibm.com/support/docview.wss?uid=swg27013279

e Memory Analyzer Tool for ISA:

http://www.ibm.com/developerworks/java/jdk/tools/memoryanalyzer/

e Alphaworks IBM Memory Analyzer Extensions:

http://www.alphaworks.ibm.com/tech/iema

e Eclipse Memory Analyzer:

http://www.eclipse.org/mat/

e Using the IBM DTFJ with the Eclipse Memory Analyzer Tool (i.e. 64-bit):

http://www.ibm.com/developerworks/java/ijdk/tools/mat.html

e MustGather: Using the -Xdump Option:

http://www-01.ibm.com/support/docview.wss?uid=swg21242497#Limiting Dumps Using Filters

e Java Diagnostics Guide:

http://www.ibm.com/developerworks/java/ijdk/diagnosis/

¢ Guided debugging for Java:

http://publib.boulder.ibm.com/infocenter/javasdk/tools/index.jsp?topic=/com.ibm.java.doc.igaa/ 1vg0001ie
17d8ea-1163a087e6¢-7ffe _1001.html
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e |BM Java Troubleshooting Blog:

https://www.ibm.com/developerworks/mydeveloperworks/blogs/troubleshootingjava/?lang=en
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