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Notices
This information was developed for products and services offered in the U.S.A. 
IBM may not offer the products, services, or features discussed in this document in other countries. Consult your local IBM representative for information on the products and services 
currently available in your area. Any reference to an IBM product, program, or service is not intended to state or imply that only that IBM product, program, or service may be used. Any 
functionally equivalent product, program, or service that does not infringe any IBM intellectual property right may be used instead. However, it is the user's responsibility to evaluate and 
verify the operation of any non-IBM product, program, or service. 
IBM may have patents or pending patent applications covering subject matter described in this document. The furnishing of this document does not give you any license to these patents. 
You can send license inquiries, in writing, to: 
IBM Director of Licensing, IBM Corporation, North Castle Drive, Armonk, NY 10504-1785 U.S.A.
The following paragraph does not apply to the United Kingdom or any other country where such provisions are inconsistent with local law: INTERNATIONAL BUSINESS MACHINES 
CORPORATION PROVIDES THIS PUBLICATION "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED 
WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some states do not allow disclaimer of express or implied warranties in 
certain transactions, therefore, this statement may not apply to you. 
This information could include technical inaccuracies or typographical errors. Changes are periodically made to the information herein; these changes will be incorporated in new editions of 
the publication. IBM may make improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time without notice. 
Any references in this information to non-IBM Web sites are provided for convenience only and do not in any manner serve as an endorsement of those Web sites. The materials at those 
Web sites are not part of the materials for this IBM product and use of those Web sites is at your own risk. 
IBM may use or distribute any of the information you supply in any way it believes appropriate without incurring any obligation to you.
Any performance data contained herein was determined in a controlled environment. Therefore, the results obtained in other operating environments may vary significantly. Some 
measurements may have been made on development-level systems and there is no guarantee that these measurements will be the same on generally available systems. Furthermore, 
some measurement may have been estimated through extrapolation. Actual results may vary. Users of this document should verify the applicable data for their specific environment. 
Information concerning non-IBM products was obtained from the suppliers of those products, their published announcements or other publicly available sources. IBM has not tested those 
products and cannot confirm the accuracy of performance, compatibility or any other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be 
addressed to the suppliers of those products.
This information contains examples of data and reports used in daily business operations. To illustrate them as completely as possible, the examples include the names of individuals, 
companies, brands, and products. All of these names are fictitious and any similarity to the names and addresses used by an actual business enterprise is entirely coincidental. 

COPYRIGHT LICENSE:
This information contains sample application programs in source language, which illustrate programming techniques on various operating platforms. You may copy, modify, and distribute 
these sample programs in any form without payment to IBM, for the purposes of developing, using, marketing or distributing application programs conforming to the application programming
interface for the operating platform for which the sample programs are written. These examples have not been thoroughly tested under all conditions. IBM, therefore, cannot guarantee or 
imply reliability, serviceability, or function of these programs. 

Note to U.S. Government Users Restricted Rights -- Use, duplication or disclosure restricted by GSA ADP Schedule Contract with IBM Corp.
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Trademarks
The following terms are trademarks of the International Business Machines Corporation in the United States, other countries, or both: 

The following terms are trademarks of other companies:
Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States, other countries, or both. 
Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United States, other countries, or both. 
Intel, Intel logo, Intel Inside, Intel Inside logo, Intel Centrino, Intel Centrino logo, Celeron, Intel Xeon, Intel SpeedStep, Itanium, and Pentium are trademarks or 
registered trademarks of Intel Corporation or its subsidiaries in the United States and other countries. 
UNIX is a registered trademark of The Open Group in the United States and other countries.
Linux is a trademark of Linus Torvalds in the United States, other countries, or both.
Other company, product, or service names may be trademarks or service marks of others. 

IBM has two registered trademarks for the branding of ITSO publications.  These registered marks are for the text word "IBM Redbooks" and the Redbooks logo.  In a nutshell,
the term Redbooks must always be used in the plural form (for both text and logo) since IBM only owns the registered mark for the plural form.  Usage must follow
 the guidelines below: 

Using the term Redbooks in written text
Redbooks are only to be referred to in the plural form, NEVER in the singular.
For the initial reference (first occurrence), you must use "IBM Redbooks®" and include "IBM" as well as the ®.  For instances thereafter you may use "Redbooks" without  
"IBM" preceding the word or  ® following it.

Correct usage for written text :
In this IBM Redbooks® publication we will explore…..(® symbol required for 1st usage) 
This Redbooks publication will show you…..(2nd usage or later - no ® or "IBM" needed) 

Using the logo: 

OTHER ITSO PUBLICATIONS - Marks not yet registered
Trademark registration is a lengthy process and until we are officially registered, we cannot use the ® symbol.  For those terms/logos in process, we will be using the ™ 
symbol.  In contrast to the ® symbol (placed in the lower right hand corner), the ™ symbol is placed in the upper right hand corner.  Please see examples below:  

Redpaper ™
Redpapers ™
Redwiki ™
Redwikis ™

Redbooks (logo)

TM

ibm.com/redbooks International Technical Support Organization

3© 2007 IBM Corporation. All rights reserved.System z Hw update 

���
®

IBM ITSO - International Technical Support Organization

▪ Multiple Allegiance (MA) – ESS 2105 / DS8000
– The ECKD DASD CU 'Multiple Allegiance' function enables different operating systems (images) to 

perform concurrent I/O operations to the same logical volume

▪ Parallel Access Volumes (PAV) – ESS 2105 / DS8000
– z/Architecture CKD DASD CUs and z/OS together, support a  function called Parallel Access Volumes 

(PAV)
– Allows more than one I/O operation from the same OS/390 or z/OS system to be sent and to access  the 

same logical volume (Parallel Access Volume) at the same time 

▪ Together, Multiple Allegiance and Parallel Access Volumes (PAV) reduces I/O queuing and I/O 
response time delays, thereby providing significant improvement in I/O disk performance

▪ HyperPAV – DS8000 
– Intended to address the logical volume size and performance limitations that users have encountered for 

traditional static and WLM managed PAVs

IBM Enterprise Storage Server (ESS) – MA, PAV and HyperPAV

Multiple Allegiance

Servers

Disk

PAV and HyperPAV

Servers

Disk
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IBM ESS - MA and PAV Background
CKD and ECKD Disk / DASD CUs for years have been shared between multiple systems 
(z9 - zSeries - S/390 - host images)
Prior to the ESS, a single Disk device (volume) could only perform one operation at a time 
Two or more systems (host images) wanting to use the same disk device at the same time 
would cause I/O device contention, with the 2nd and other contending I/O operations being 
delayed
I/O device contention has been managed by customers over the years in a variety of ways

–Move the highly accessed datasets to lightly loaded volumes
ƒThis has been a mostly manual process, although some vendors are offering products to help 
identify and move the data

–Isolate the highly accessed datasets on their own volumes
–Use high performance (cached) controllers
–However it would be better if the problem could be handled differently, without special volumes, 
without having to move the data

The  IBM ESS introduced - Multiple Allegiance and Parallel Access Volumes
–Multiple Allegiance (MA) - allows different host systems to access the same Disk device (volume) at 
the same time

–Parallel Access Volumes (PAV)  - allows the same host system to start  multiple I/Os in parallel to 
the same Disk device (volume). PAV introduces Base and Alias devices 
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Alias UCB 207DAlias UCB 207EAlias UCB 207F
Base UCB
Alias UCBs
Alias to Base
UCB Binding

UCB 1000

I/O Request Sequence
1 Application A = Normal I/O
2 Application B + A = MA
3 Application B + C = PAV

z9 - zSeries Operations to the Enterprise Storage Server  - 2105 and 2107
CKD - Disk / DASD  CU – With  Multiple Allegiance and PAV

Multiple Allegiance
Two or more I/O operations from 

different SCPs (different path groups) 
accessing the same volume at the 

same time 
(when no extent conflict exists)

ESS PAV
Alias to Base
UA Mapping207D207E207F1000

Parallel Access
Volume

Two or more I/O operations 
accessing the same volume at 
the same time, from the same 

SCP 
(when no extent conflict exists)

I/O Request
Device 1080

UA x'80'

Subchannel
Device 1000 Subchannel

Device 1082

Subchannel
Device 1081

Subchannel
Device 1080

Subchannel
Device 1000

I/O request
UA x'00'

Appl. C

I/O Request
UCB 1000

Appl. B

I/O Request
UCB 1000

Appl. A

I/O Request
UCB 1000

UCB 1000

A B C

I/O request
UA x'80'

I/O request
UA x'00'

System
1

System
2
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z/OS - DEVSERV QPAVS command 

DS QPAVS,1000,VOLUME

IEE459I 09.09.39 DEVSERV QPAVS 591
Host                              Subsystem

Configuration                       Configuration
-------------- --------------------
UNIT                                   UNIT    UA
NUM. UA  TYPE        STATUS      SSID  ADDR.   TYPE
---- -- ---- ------ ---- ---- --------
1000 00  BASE                    0102   00     BASE
1080 80  ALIAS-1000              0102   80     ALIAS-00
1081 81  ALIAS-1000              0102   81     ALIAS-00
1082 82  ALIAS-1000              0102   82     ALIAS-00
***      4 DEVICE(S) MET THE SELECTION CRITERIA

The z/OS and DFSMS display commands support PAV display commands
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z/OS - PAV Operational Conditions 
▪ Static PAVs

– Customized in the IBM ESS as an Alias device (UA)
– Initial association between PAV-Base and its PAV-Alias(es) is assigned using the IBM 

ESS 'StorWatch ESS Specialist'
– PAV assignments can be changed as needed without IML (using the ESS 'StorWatch

ESS Specialist') 
– Static PAVs are supported by OS/390 V1 Release 3 (+SPE) and DFSMS/MVS 1.3 with 

PTFs

▪ Dynamic PAVs
– Customized in the IBM ESS the same as a static Alias PAV
– Current association between a PAV-Alias and a PAV-Base can be dynamically changed 

• (OS/390 and  z/OS)
– WLM provide management of Alias assignment within an LSS
– WLM in goal mode manages the assignment requirement of Aliases
– WLM instructs IOS when to reassign an Alias, within an ESS  LSS
– Dynamic PAVs are supported by OS/390 V2 Release 7 (+SPE) and DFSMS/MVS 1.5
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z/OS - PAV - Base and Alias - Device Definition and Set-up

Main UCB Chain

OS/390 (Rel 2.7+) ESS (CKD)
(Logical Subsystem)

Alias UCBs

A
80

A
81

A
82

B
00

A
83

A
84

A
85

B
01

A
86

A
87

A
88

B
02

zSeries CSS - UCWs

Base
UCBs

V1

V2

V3

.....

UA Mapping

UA Mapping

UA Mapping

A-1086

A-1080

A-1081

A-1082

B-1002
Vol 3

B-1001
Vol 2

B-1000
Vol 1

A-1083

A-1087

A-1088

A-1084

A-1085

Base
Device UA

Alias
Device UA

1000 - 00013134 - IP = UCB VA
CHPID.LINK.0.00

1001 - 00013135 - IP = UCB VA 
CHPID.LINK.0.01

1002 - 00013136 - IP = UCB VA
CHPID.LINK.0.02

10xx   - 0001xxxx - IP = UCB VA
CHPID.LINK.0...

1088 - 00013174 - IP = UCB VA
CHPID.LINK.0.88

2077 - 00013175- IP = UCB VA
CHPID.LINK.0.87

1086 - 00013176 - IP = UCB VA
CHPID.LINK.0.86

1085 - 00013177 - IP = UCB VA
CHPID.LINK.0.85

1084 - 00013178 - IP = UCB VA
CHPID.LINK.0.84

1083 - 00013179 - IP = UCB VA
CHPID.LINK.0.83

1082 - 0001317A- IP = UCB VA
CHPID.LINK.0.82

1081 - 0001317B - IP = UCB VA
CHPID.LINK.0.81

1080 - 0001317C - IP = UCB VA
CHPID.LINK.0.80

StorWatch ESS Specialist
initially assigns
Alias to Base

ESS StorWatch
ESS Specialist Setup1

HCD - Processor
Device Definition2HCD - OSCONFIG

Device Definition3
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z/OS - PAV Binding Aliases to Bases (IPL - Vary Base Online)

Main UCB Chain

OS/390 (Rel 2.7+) ESS (CKD)
(Logical Subsystem)

Alias UCBs

A
80

A
81

A
82

B
00

A
83

A
84

A
85

B
01

A
86

A
87

A
88

B
02

zSeries CSS - UCWs

Base
UCBs

V1

V2

V3

.....

UA Mapping

UA Mapping

UA MappingA-1086

A-1080
A-1081

A-1082

B-1002
Vol 3

B-1001
Vol 2

B-1000
Vol 1

A-1083

A-1087
A-1088

A-1084
A-1085

Base
Device UA

Alias
Device UA

1000 - 00013134 - IP = UCB VA
CHPID.LINK.0.00

1001 - 00013135 - IP = UCB VA 
CHPID.LINK.0.01

1002 - 00013136 - IP = UCB VA
CHPID.LINK.0.02

10xx   - 0001xxxx - IP = UCB VA
CHPID.LINK.0...

1088 - 00013174 - IP = UCB VA
CHPID.LINK.0.88

2077 - 00013175- IP = UCB VA
CHPID.LINK.0.87

1086 - 00013176 - IP = UCB VA
CHPID.LINK.0.86

1085 - 00013177 - IP = UCB VA
CHPID.LINK.0.85

1084 - 00013178 - IP = UCB VA
CHPID.LINK.0.84

1083 - 00013179 - IP = UCB VA
CHPID.LINK.0.83

1082 - 0001317A- IP = UCB VA
CHPID.LINK.0.82

1081 - 0001317B - IP = UCB VA
CHPID.LINK.0.81

1080 - 0001317C - IP = UCB VA
CHPID.LINK.0.80

IOS determines 
Alias to Base 
association

StorWatch ESS Specialist
initially assigns
Alias to Base

Aliases bound to a Base

Aliases bound to a Base

ESS StorWatch
ESS Specialist1

HCD - Processor
Device Definition2HCD - OSCONFIG

Device Definition3

4

4a

4b

4c
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OS/390 (Rel 2.7+) ESS (CKD)
(Logical Subsystem)

Alias UCBs

A
80

A
81

A
82

B
00

A
83

A
84

A
85

B
01

A
86

A
87

A
88

B
02

zSeries CSS - UCWs

V1

V2

V3

.....

UA Mapping

UA Mapping

UA MappingA-1086

A-1080
A-1081

A-1082

B-1002
Vol 3

B-1001
Vol 2

B-1000
Vol 1

A-1083

A-1087
A-1088

A-1084
A-1085

Base
Device UA

Alias
Device UA

1000 - 00013134 - IP = UCB VA
CHPID.LINK.0.00

1001 - 00013135 - IP = UCB VA 
CHPID.LINK.0.01

1002 - 00013136 - IP = UCB VA
CHPID.LINK.0.02

10xx   - 0001xxxx - IP = UCB VA
CHPID.LINK.0...

1088 - 00013174 - IP = UCB VA
CHPID.LINK.0.88

2077 - 00013175- IP = UCB VA
CHPID.LINK.0.87

1086 - 00013176 - IP = UCB VA
CHPID.LINK.0.86

1085 - 00013177 - IP = UCB VA
CHPID.LINK.0.85

1084 - 00013178 - IP = UCB VA
CHPID.LINK.0.84

1083 - 00013179 - IP = UCB VA
CHPID.LINK.0.83

1082 - 0001317A- IP = UCB VA
CHPID.LINK.0.82

1081 - 0001317B - IP = UCB VA
CHPID.LINK.0.81

1080 - 0001317C - IP = UCB VA
CHPID.LINK.0.80

HCD - OSCONFIG
Device Definition

HCD - Processor
Device Definition

ESS StorWatch
ESS Specialist

z/OS - PAV Usage
Two Operations (Steps 1-5 and Steps A-F) are performed in Parallel to the same Volume

IOS manages 
I/O  request

ESS maps request to 
correct device (volume)

I/O
Request

I/O Requests

Aliases bound to a Base

Aliases bound to a Base

1

5
4

3

C

D

A

EF

2

B
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z9 - zSeries Operations to the Enterprise Storage Server  - 2105 and 2107
Parallel Access Volumes  - Response Time Improvement

Start EndI/O Op B

Working No Parallel Access Volume support
UCB contention

UCB Busy

IOS Q Start I/O Op C

Working

End

Op B - I/O request 1000

Op C - I/O request 1000

Op D - I/O request 1000
UCB Busy

Start I/O Op D

Working

EndIOS Q

Base

Start EndI/O Op B

Working

Start I/O Op C

Working

End

Op B - I/O request 1000

Op C - I/O request 1000

Op D - I/O request 1000

Start I/O Op D

Working

End

BaseI/O operation Base device 1000

I/O operation Alias device 1080

I/O operation Alias device 1081

Alias

Alias

Parallel Access Volume support - no UCB / Subchannel contention
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OS/390 (Rel 2.7+) ESS (CKD)
(Logical Subsystem)

Alias UCBs

A
80

A
81

A
82

B
00

A
83

A
84

A
85

B
01

A
86

A
87

A
88

B
02

zSeries CSS - UCWs

V1

V2

V3

UA Mapping

UA MappingA-1086

A-1080
A-1081

A-1082

B-1002
Vol 3

B-1001
Vol 2

B-1000
Vol 1

A-1083

A-1087
A-1088

A-1084

A-1085

1000 - 00013134 - IP = UCB VA
CHPID.LINK.0.00

1001 - 00013135 - IP = UCB VA 
CHPID.LINK.0.01

1002 - 00013136 - IP = UCB VA
CHPID.LINK.0.02

10xx   - 0001xxxx - IP = UCB VA
CHPID.LINK.0...

1088 - 00013174 - IP = UCB VA
CHPID.LINK.0.88

2077 - 00013175- IP = UCB VA
CHPID.LINK.0.87

1086 - 00013176 - IP = UCB VA
CHPID.LINK.0.86

1085 - 00013177 - IP = UCB VA
CHPID.LINK.0.85

1084 - 00013178 - IP = UCB VA
CHPID.LINK.0.84

1083 - 00013179 - IP = UCB VA
CHPID.LINK.0.83

1082 - 0001317A- IP = UCB VA
CHPID.LINK.0.82

1081 - 0001317B - IP = UCB VA
CHPID.LINK.0.81

1080 - 0001317C - IP = UCB VA
CHPID.LINK.0.80

HCD - OSCONFIG
Device Definition

HCD - Processor
Device Definition

ESS StorWatch
ESS Specialist

z/OS - PAV - Alias to Base Movement (Dynamic PAV)

I/O
Request

I/O Requests

5 4

3

IOS manages
Alias movement

ESS changes 
Alias mapping

Alias
UCB Moved

Alias  UA Moved

WLM
Request

1 2

Alias
Transition

6
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z/OS - DEVSERV QPAVS command 

DS QPAVS,1000,VOLUME

IEE459I 09.44.27 DEVSERV QPAVS 591
Host                              Subsystem

Configuration                       Configuration
-------------- --------------------
UNIT                                   UNIT    UA
NUM. UA  TYPE        STATUS      SSID  ADDR.   TYPE
---- -- ---- ------ ---- ---- --------
1000 00  BASE                    0102   00     BASE
1080 80  ALIAS-1000              0102   80     ALIAS-00
1081 81  ALIAS-1000              0102   81     ALIAS-00
1082 82  ALIAS-1000              0102   82     ALIAS-00
1084 84  ALIAS-1000              0102   84     ALIAS-00
***      5 DEVICE(S) MET THE SELECTION CRITERIA

The z/OS and DFSMS display commands support PAV display commands
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Parallel Access Volumes - Today
LSS 1000

BASE
UA 00 ALIAS

UA 80 ALIAS
UA 81

BASE
UA 01 ALIAS

UA 83 ALIAS
UA 84

W
LM

W
LM

APPL I/Os
To BASE
volumes

APPL I/Os
To BASE
volumes

APPL I/Os
To BASE
volumes

APPL I/Os
To BASE
volumes

B-1000

B-1000

B-1001

B-1001

A-1080

A-1080

A-1081

A-1081

A-1083

A-1083

A-1084

A-1084

z 
O

 S
   

 S
 Y

 S
 P

 L
 E

 X

ALIAS Interlock
WLM  Couple

▪ 7 concurrent I/O operations shown
– zOS Image A has 1 outstanding I/Os for  

base1000 and 1 for base 1001
– zOS image B has 5 outstanding I/Os: 1 for the 

base 1000 and 2 for its aliases; 1 for the base 
1001 and 1 for its alias 1083

▪ Each of these I/Os has an IORP assigned for 
behind UCB queuing

▪ WLM makes “gol/efficiency” decisions every 
10/60 seconds to minimize IOSQ’ing

▪ LSS 1000 is the structure inside DS8000 that 
corresponds to LCU 1000 within zOS image

▪ WLM interlock for alias management

zOS Image A

zOS Image B
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zOS Image A

HyperPAV
LSS 1000

BASE
UA 00 

ALIAS
UA 80

ALIAS
UA 81

BASE
UA 01

ALIAS
UA 83

W
LM

W
LM

APPL I/Os
To BASE
volumes

APPL I/Os
To BASE
volumes

APPL I/Os
To BASE
volumes

APPL I/Os
To BASE
volumes

B-1000

B-1000

B-1001

B-1001

A-1083

A-1080 *

A-1080 *

A-1081

z 
O

 S
   

 S
 Y

 S
 P

 L
 E

 X

LCU POOL

LCU POOL
▪ No WLM interlock for alias 

management
▪ Alias managed in LCU pools within 

zOS image
▪ In the LSS (DS8000), alias exist as a 

global resource and are assigned on 
an I/O by I/O basis rather than being 
bound to a base (sysplex wide)

▪ Note that alias 1080 (*) is in use 
simultaneously by 2 zOS images for 2 
different bases at the same time  

A-1081

A-1083

A-1084

A-1084zOS Image B

ALIAS
UA 84
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HyperPAV PAV
▪ With HyperPAV, aliases are 

dynamically assigned to individual 
I/Os 

▪ WLMs in each zOS image are not 
interlocked via WLM Couple 
structure for alias management

▪ HyperPAV alias assignment exist 
only for the duration of the I/O

▪ Alias are managed in LCU pools 
within zOS

▪ Aliases are a global resource 
assigned on a I/O by I/O basis

▪ PAV assigns aliases statically or 
dynamically, to base addresses 

▪ WLM dynamic alias management 
requires that the assignment be 
globally implemented across all 
images in the sysplex

▪ Alias are statically defined via 
HCD or dynamically by WLM

▪ Users tend to over configure 
aliases in order to avoid IOSQing

▪ Additionally zOS IOS will assign HyperPAV managed alias addresses by:
– IORP assigned by WLM 

• Priorities based on user defined WLM policies
– Availability of unused aliases within the pool for the LCU
– Multi-system state of the logical volume

• IOS will not assign additional aliases to a reserved logical volume
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HyperPAV - IOS  

▪ IOS / Alias Assignments
– I/O application requests a base address within and LSU

• Base UCB busy ?
- Yes: dynamically assigns an alias from the LCU’s pool
- No:   performs I/O against the base

– Multiple simultaneous I/O requests fort the same base in the LSU ?
• Alias get assigned based on the IORP of the queued I/O requests
• The higher IOPR requestor is served first

▪ IOS LSS 
– Transmits the alias assignment request for the I/O to the LSS along with the I/O
– Subsystem dynamically binds the alias to the base in the LSS for the duration of 

the I/O in the subsystem
– When IOS is notified of the I/O completion by the LSS:

• Alias will be reassigned to the highest priority I/O request in the queue for the LCU
• Returns the alias to the LCU pool if no queued I/O requests    
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Benefits of HyperPAV

▪ Reduce number of required aliases
– Give back addressable device numbers

▪ z/OS can react more quickly to I/O loads
– Eliminates need for multi-system interlock
– React instantaneously to “market open” conditions

▪ Overhead of managing alias exposures reduced
– WLM not involved in measuring and moving aliases
– Alias moves not coordinated throughout sysplex

▪ Initialization doesn’t require “static” bindings
– Static bindings not required after swaps

▪ Increases I/O Parallelism
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HyperPAV – System Requirements

▪ Hardware
– DS/8000 or DS/6000 version 2

• FC7899 and FC0782

– DS/8000 Licensed Machine Code (LMC) 
• (bundle 6.2.400.xx or later)

– FICON connectivity
▪ Software  - zOS 1.6+

– IOS support (OA13915)
– DFSMS support: DFSMS, SMS, AOM, DEVSERV
– (OA13928, OA13929, OA14002, OA14005, OA17605, OA17746)
– WLM support (OA12699)
– GRS support (OA14556)
– ASM support (OA14248)

– z/OS RMF 
• OA12865
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HyperPAV - Migration

▪ No HCD changes required

▪ HyperPAV deployment can be staged
– Load HyperPAV feature on DS/8000 or DS/6000

• Can run without exploiting this feature if necessary using z/OS 
PARMLIB option

– Enable HyperPAV feature on z/OS images that want to utilize 
HyperPAV via PARMLIB or command

– Eventually enable HyperPAV feature on all z/OS images in the 
sysplex

– Finally, reduce the number of aliases defined

ibm.com/redbooks International Technical Support Organization

21© 2007 IBM Corporation. All rights reserved.System z Hw update 

���
®

IBM ITSO - International Technical Support Organization

HyperPAV installation experience

▪ Steps used to enable / use HyperPAV
– HyperPAV featured enabled on the DS8300 (new install)

• bundle 6.2.400.xx or later
• Base/alias definition on DS8300

– Installed PSP for zOS 1.7 
• Latest updates from March/07

– HCD – add new DS8300 CU and devices 
– Activated new I/O config
– HyperPAV activation via:  SETIOS  HYPERPAV = YES
– Changed PARMLIB IECIOSxx To:  HYPERPAV = YES
– Migrated datasets from existing ESS2105 to DS8300
– Monitoring 

• RMF reports in the backup foils section     
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zOS Image A  HyperPAV = NO

Mixed mode – PAV and HyperPAV

LSS 1000

BASE
UA 00 

ALIAS
UA 80

ALIAS
UA 81

BASE
UA 01 ALIAS

UA 83 ALIAS
UA 84

W
LM

W
LM

APPL I/Os
To BASE
volumes

APPL I/Os
To BASE
volumes

APPL I/Os
To BASE
volumes

APPL I/Os
To BASE
volumes

B-1000

B-1000

B-1001

B-1001

A-1083

A-1080

A-1080

A-1081

z 
O

 S
   

 S
 Y

 S
 P

 L
 E

 X

LCU POOL
▪ No WLM interlock for alias 

management
▪ Alias managed in LCU pools within 

zOS image
▪ In the LSS (DS8000), alias exist as a 

global resource and are assigned on 
an I/O by I/O basis rather than being 
bound to a base (sysplex wide)

▪ Note that alias 1080 (*) is in use 
simultaneously by 2 zOS images for 2 
different bases at the same time  

A-1084zOS Image B HyperPAV=YES

A-1083

A-1084

A-1081
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HyperPAV – z/OS Options and Commands

▪ SYS1.PARMLIB(IECIOSxx)
– HYPERPAV=YES|NO|BASEONLY

• YES – Attempt to initialize LSSes in HyperPAV mode
• NO – Do not attempt to initialize LSSes in HyperPAV mode
• BASEONLY – Attempt to initialize LSSes in HyperPAV mode, but only 

start I/Os on base volumes
▪ Enhanced Commands

– SETIOS HYPERPAV=YES|NO|BASEONLY
– D M=DEV
– D IOS,HYPERPAV
– DEVSERV QPAV,dddd
– DEVSERV QPAV,hpav
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HyperPAV – D M=DEV

D IOS,HYPERPAV
IOS098I 16.33.29 HYPERPAV DATA 513
HYPERPAV MODE IS SET TO YES

D M=DEV(0718)
IEE174I 23.39.07 DISPLAY M 838       
DEVICE 0718   STATUS=POOLED HYPERPAV ALIAS

D M=DEV(dddd) where dddd is an alias device in a 
HyperPAV LSS

ibm.com/redbooks International Technical Support Organization

25© 2007 IBM Corporation. All rights reserved.System z Hw update 

���
®

IBM ITSO - International Technical Support Organization

HyperPAV – D M=DEV

D M=DEV(dddd) where dddd is a base 
volume in a HyperPAV LSS

SY1  d m=dev(0710)
SY1  IEE174I 23.35.49 DISPLAY M 835                      
DEVICE 0710   STATUS=ONLINE                              
CHP                   10   20   30   40                  
DEST LINK ADDRESS     10   20   30   40                  
PATH ONLINE           Y    Y    Y    Y                   
CHP PHYSICALLY ONLINE Y    Y    Y    Y                   
PATH OPERATIONAL      Y    Y    Y    Y                   
MANAGED               N    N    N    N                   
CU NUMBER             0700 0700 0700 0700
MAXIMUM MANAGED CHPID(S) ALLOWED:  0                     
DESTINATION CU LOGICAL ADDRESS = 07                      
SCP CU ND         = 002107.000.IBM.TC.03069A000007.00FF  
SCP TOKEN NED     = 002107.900.IBM.TC.03069A000007.0700  
SCP DEVICE NED    = 002107.900.IBM.TC.03069A000007.0710  
HYPERPAV ALIASES IN POOL  4 
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HyperPAV - displays
▪ New HyperPAV (hpav) parameter

10.08.32 SYSTEM1           ds qp,d200,hpav
10.08.32 SYSTEM1           IEE459I 10.08.32 DEVSERV 
QPAVS 461                   

HOST                             SUBSYSTEM                 
CONFIGURATION                      CONFIGURATION

--------------- ---------------------
UNIT                                  UNIT UA                               
NUM. UA  TYPE        STATUS     SSID  ADDR.   TYPE             

----- -- ---- ------ ---- ---- -------
---
0D200 00  BASE-H                 00FF   00     BASE                            
0D2F9 00  ALIAS-H                                                               
0D2FA 00  ALIAS-H                                                               
0D2FB 00  ALIAS-H                                                               
0D2FC 00  ALIAS-H                                                               
0D2FD 00  ALIAS-H                                                               
0D2FE 00  ALIAS-H                                                               
****      6 DEVICE(S) IN HYPERPAV ALIAS POOL 

▪ Use of the hpav parameter will show either the pool of alias devices of a base and all HyperPAV devices 
associated with the base  

▪ A ds,qp,d2f..,hpav will display just the HyperPAV addresses (6) 
▪ The ssid parameter will show devices that are in Hyperpav state

– Shows all devices in a LCU 
– Either the pool of alias devices in a LCU or a base and all HyperPAV devices associated with the base                               

ds qp,ssid=00ff

CONFIGURATION                      CONFIGURATION
--------------- ---------------------
UNIT                                  UNIT UA               
NUM. UA  TYPE        STATUS     SSID  ADDR.   TYPE             

----- -- ---- ------ ---- ---- ----------
0D200 00  BASE-H                 00FF   00     BASE             
0D201 01  BASE-H                 00FF   01     BASE             
0D202 02  BASE-H                 00FF   02     BASE             
0D203 03  BASE-H                 00FF   03     BASE             
0D204 04  BASE-H                 00FF   04     BASE             
0D205 05  BASE-H                 00FF   05     BASE             
0D206 06  BASE-H                 00FF   06     BASE             
0D207 07  BASE-H                 00FF   07     BASE             
0D2F9 F9  ALIAS-H                00FF   F9                      
0D2FA FA  ALIAS-H                00FF   FA                      
0D2FB FB  ALIAS-H                00FF   FB                      
0D2FC FC  ALIAS-H                00FF   FC                      
0D2FD FD  ALIAS-H                00FF   FD                      
0D2FE FE  ALIAS-H                00FF   FE                      
****     14 DEVICE(S) MET THE SELECTION CRITERIA 
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HyperPAV – D M=DEV
SY1  d m=dev                                                    
SY1  IEE174I 23.42.09 DISPLAY M 844                             
DEVICE STATUS: NUMBER OF ONLINE CHANNEL PATHS                   

0  1  2  3  4  5  6  7  8  9  A  B  C  D  E  F              
000 DN 4  DN DN DN DN DN DN DN .  DN DN 1  1  1  1                   
018 DN DN DN DN 4  DN DN DN DN DN DN DN DN DN DN DN
02E 4  DN 4  DN 4  8  4  4  4  4  4  4  4  DN 4  DN             
02F DN 4  4  4  4  4  4  DN 4  4  4  4  4  DN DN 4                   
030 8  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .              
033 4  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .              
034 4  4  4  4  DN DN DN DN DN DN DN DN DN DN DN DN
03E 1  DN DN DN DN DN DN DN DN DN DN DN DN DN DN DN
041 4  4  4  4  4  4  4  4  AL AL AL AL AL AL AL AL
048 4  4  DN DN DN DN DN DN DN DN DN DN DN DN DN 4                   
051 4  4  4  4  4  4  4  4  UL UL UL UL UL UL UL UL
061 4  4  4  4  4  4  4  4  AL AL AL AL AL AL AL AL
071 4  4  4  4  DN DN DN DN HA HA DN DN .  .  .  .                   
073 DN DN DN .  DN .  DN .  DN .  DN .  HA .  HA .                   
098 4  4  4  4  DN 8  4  4  4  4  4  DN 4  4  4  4              
0E0 DN DN 1  DN DN DN DN DN DN DN DN DN DN DN DN DN
0F1 1  DN DN DN DN DN DN DN DN DN DN DN DN DN DN DN
FFF .  .  .  .  .  .  .  .  .  .  .  .  HA HA HA HA
************************ SYMBOL EXPLANATIONS ************************
@ ONLINE, PHYSICALLY ONLINE, AND OPERATIONAL INDICATORS ARE NOT EQUAL
+ ONLINE               # DEVICE OFFLINE         . DOES NOT EXIST
BX DEVICE IS BOXED            SN SUBCHANNEL NOT AVAILABLE       
DN DEVICE NOT AVAILABLE       PE SUBCHANNEL IN PERMANENT ERROR  
AL DEVICE IS AN ALIAS         UL DEVICE IS AN UNBOUND ALIAS     
HA DEVICE IS A HYPERPAV ALIAS 

D M=DEV shows HA for HyperPAV aliases
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RMF – Updated SMF Records

▪ SMF 74 subtype 1 (Device Activity)
– HyperPAV indications, HyperPAV alias counts

▪ SMF 78 subtype 3 (I/O Queuing)
– Counts for 

• Starts where no HyperPAV aliases were available
• I/Os
• Max aliases in use for the LSS
• Max aliases in use by a single device in this LSS
• Max I/Os queued

▪ SMF 79 subtype 9 (Device Activity)
– HyperPAV indications, HyperPAV alias counts
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RMF – Updated Reports and Displays

▪ RMF Postprocessor I/O Queuing Activity
▪ RMF DASD Activity Report
▪ Monitor II 

– Device Report
▪ Monitor III

– Job Delays
– Device Resource Delays
– Data Set Delays
– Storage Resource Delays
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WLM and HyperPAV

▪ WLM Dynamic Alias Tuning
– Ignores HyperPAV control units
– Avoids sysplex communications for devices on HyperPAV control 

units 
• Eliminates need for multi-system interlock 
• Mixed environment tolerated (within a system and within a sysplex)
• Manages non-HyperPAV aliases for all systems in the sysplex
• Control units in mixed mode (some systems in HyperPAV, some in 

Base-PAV mode) – only manages aliases in Base-PAV mode
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HyperPAV utilization RMF report 
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Questions ?
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Thank You !

▪ Luiz A. Fadel
– fadel@br.ibm.com

▪ Ewerson Palacio
– bird@br.ibm.com


