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Agenda

= A review of dynamic SQL concepts
= Understanding the cost of dynamic SQL

= Performance and availlability information
avallable

= OMEGAMON facllities and capabillities

= Using OMEGAMON to gather and
analyze Dynamic SQL performance
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What Is Dynamic SQL?

= From an application perspective
» Static SQL
= SQL code hard coded into the application
» Dynamic SQL

= SQL text is provided by the user or generated by the application at
execution time

= From a DB2 subsystem perspective
» Static SQL
= SQL that has been pre-compiled into a package or plan
= May be executed directly by DB2 without additional preparation
» Dynamic SQL
= SQL that has not been bound before execution

= SQL that must be prepared for execution at run time
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Why Dynamic SQL?

= Application design and coding requirements

» Application flexibility
» Complex application requirements with multiple permutations
and SQL options

= Application infrastructure requirements and
considerations

» Many application paradigms may favor dynamic SQL over
static SQL

= Example - WebSphere coding techniques such as JDBC
make use of dynamic SQL

» Some applications may require dynamic SQL
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Understanding The Costs Of DB2
Access Path Selection (APS)

The Optimizer - RDS [
I I # or rows, # of pages I

SQL Ca I Authorization checking Relative uniqueness
SELECT * EROM DEPT / Symb0|IC resolution Index_es fabnd.lndex levels I

. , Validity checking Distribution stats

WHERE DEPT_ID = Al23 I Access Path Selection (APS) / |
I Gather Catalog Statistics I

- - Compute Object Filter Factors
= DB2 is built upon a cost-based Subsystem Options (pools, etc) I
optimizer Determine Access Costs in Timerons ]
= Access Path Selection is done at I

some point for all SQL

= Static SQL retains this information in I

= Dynamic SQL may need to do APS
again (and again and again....... )
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What Are The Costs Of Dynamic SQL?

CPU costs
» Cost of performing APS on an ongoing basis
» Cost of maintaining and searching SQL cache if enabled

Subsystem and 1/O costs
» I/O overhead on the DB2 Catalog for information needed for APS

Memory costs

» Memory required to cache dynamic SQL information and lessen the
impact of dynamic SQL

Analysis costs

» Dynamic SQL will typically require somewhat different analysis and
management than static SQL
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Dynamic SQL Statement Caching Options

No caching

» Each time a statement is executed it may need to be prepared (depending
upon application logic)

Local dynamic SQL cache only

» Local statement cache is allocated in DBM1 for each thread
» Bind option KEEPDYNAMIC(YES)
» Statement information is kept across commits

Global dynamic SQL cache only

» Maintains skeleton copies of prepared SQL to be copied to thread user copies
» In DB2 V8 cache is allocated from storage above the 2 GB bar

» Activate with CACHEDYN=YES option in zparms

Full caching
» Combination of KEEPDYNAMIC(YES) and CACHEDYN=YES
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Types Of Prepares

Full Prepare
» Skeleton copy of the SQL is not in the cache or the cache is not active
» Caused by a PREPARE or EXECUTE IMMEDIATE statement

Short Prepare
» A skeleton copy of the prepared SQL statement is copied to local storage

Avoided Prepare
» Prepare avoided by using full caching
» Prepared statement information is still in thread’s local storage

Implicit Prepare
» Due to limits such as MAXKEEPD a Prepare cannot be avoided
» DB2 will issue the Prepare on behalf of the application
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Dynamic SQL Poses Performance Analysis
Challenges

= The DYNAMIC aspect of dynamic SQL poses additional performance
analysis considerations

» Dynamic SQL may be more of a moving target
» May be more of a challenge to isolate and tune problem SQL
= Potentially more permutations and combinations of SQL
= Tracing and analysis strategy for dynamic SQL based applications
may be different than static SQL based applications

» Identification and isolation of problem SQL is still key to problem analysis
and tuning

» SQL level detail may be important for a monitoring and tuning strategy
» SQL level tracing poses challenges

= Cost of running performance traces

= Quantity of data gathered

= Retention and analysis of data
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Gather Information At Multiple Levels Of Detall

Statistics Subsystem level
Trace #calls and type by time interval

Application level
#calls and type by application

Detail event level
SQL call level detail

Detail & Granularity

= An effective trace gathering, retention, and analysis strategy is important
= Traces have costs, so used the appropriate tool in the right manner

= Different traces have different levels of granularity
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Dynamic SQL OMEGAMON Performance Information
Collection And Retention Strategies

= Statistics Traces
» Low overhead — low volume
» Run on an ongoing basis
» Retention — Real time, Near Term History, SMF, snapshot

= Accounting Traces

» High volume of data

» Still relatively low overhead

» Important Real time, Near Term History, SMF, snapshot
= Performance Traces

» Low to relatively high overhead

» Potentially high data volumes
= Run for an interval of time

» Retention — SMF not an option — Use the application trace facility (ATF)
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OMEGAMON XE For DB2 PM/PE V4.1

Major Features & Components

Real Time Thread Analysis
v Thread performance
v Thread Detail

v Triggers, Procedures, & UDFs

Real Time — DB2 subsystem
v Virtual & EDM Pool analysis
v Pool performance &
snapshot analysis
v Locking & Logging Analysis
v Storage Analysis
Application Trace Facility
v'Detailed performance tracing

Choice Of Interfaces

v (TEP, PE GUI, 3270)
Buffer Pool Analysis (PE only)
DB2 Connect Monltorlng

Object Analysis

Y1/0 & getpage analysis

v Correlate by object & App
Locking & Lock Conflicts
Near-Term Historical

v Near-term history online
Historical Analysis

v Batch reporting

v XE Tivoli Warehouse

v Snhapshot History

v Performance Warehouse
DB2Plex Monitoring View

v CF structure & lock analysis

Automation capabilities
zIIP Engine utilization
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OMEGAMON DB2 XE For DB2 PM/PE V4.1
Options & Interfaces

= OMEGAMON XE GUI Interface
» Real time and historical

» Automation & alerts

» Plex level information (CF, n-way)
OMEGAMON Classic

» 3270 Interface command
interface

» Real Time & Historical
= OMEGAMON CUA

» 3270 interface

» Real Time & Historical

» Exception alerts

= PE GUI
» GUI client interface
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OMEGAMON Analysis, Collection, And Tracing
Options

= Real Time Analysis
» Classic 3270, CUA 3270, PE GUI, Tivoli Enterprise Portal (TEP)

= Historical Analysis
» Classic 3270 interface
= Near Term Historical — last ‘n’ hours of history
= Application Trace Facility — Performance trace for an interval
» CUA 3270 interface
= Near Term Historical — last ‘n’ hours of history
= Application Trace Facility — Performance trace for an interval
» Tivoli Enterprise Portal (TEP)
= Tivoli Data Warehouse — snapshot history to the TDW
» PE GUI interface
= Snapshot history
= Performance Warehouse - PWH
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Relevant Information From The Classic Interface
Main Menu (ZMENU)

ZVENU VTM (07 V410./1 DSNA 03/07/07 14:58:42 2
> Hel p/ News/ | ndex PF1 Exit PF3 PF Keys PF5
> Type a selection letter at the left end of the top | igitmtissiaaas N
Menu option ‘R’ to access

> OMEGAMON || FOR DB2 CLASSI C I NTERFACE -- REALTI [{pgfefolg e=1al IVl A1 (=10l
_ S SUMARY .............. Summery of DB2 activity information (P00|, storage,
_ E EXCEPTIONS ........... Current or potential systemp and SQL StatS)
_ T THREAD ACTIVITY ...... Thread activity information
_ U THREAD ACTIMITY ...... Thread activity informati QR
_ L LOCKING CONFLICTS .... Locking confli 0T et i on
_ R RESOURCE MANAGERS .... anager, other DB2 subsysteminformati &g
_ A APPLICATION TRACE .... Trace and view application activity
_ D DI STRIBUTED DATA ..... Di stributed databgse_systeminforgation
_ O OBJECT ANALYSIS ...... oj ect and Vol ume ZRMMVENU VTR 2 V410./1 DSNA 03/07/07 15:02:26 2
_ G DB2 CONNECT SERVER ... DB2 Connect/Gatewd - R Hel p PF1 Back PF3
_ C WS CONSOLE .......... MV/S consol e to i sg
B DB2 CONSOLE .......... DB2 console to isd > Enter a selection letter on the top line.
- M MSCELLANEQUS ... Address space infq > RESOURCE MANAGERS AND OTHER DB2 SUBSYSTEM | NFORVATI ON
_ P PROFILE .............. Cust oni ze OQVEGAMOY

_ A BUFFER MANAGER ......... Buf f er Manager |nfornmation
- H HSTRCGL ........... Near - Term Hi story _ B LOG MANAGER ............ DB2 Log Manager |nformation
_ | IFCID TRACE . A .. .... Start an IFAODTr4 _ C EDMPOOL ............... EDM Pool I nformation
_V SQL PA REPORTS\...... View SQL PA Report] — D BIND STATISTICS ........ Bind Statistics ) )

) : | _ E SUBSYSTEM MANAGER . ..... DB2 Subsystem Support Manager Statistics

_Z OTHERDBZ .....\..... Redirect monitoriff — F ACTIVE TRACES .......... Current Trace Activity

_ G START-UP OPTIONS........ I RLM and Stored Procedures Start-Up Options

_ H DSNZPARM . .............. DB2 Installation Paraneters

: . _ | LOCK/CLAIMDRAIN. ....... Lock Manager/C aim Drain Statistics
Menu option H’ to access ~J SQL/R D POOL/ PARALLEL... SQL/RID Pool/Parallelism Stored Proc. |nformation
i i _ K OPEN CLCSE STATISTICS... Dataset Open and C ose Statistics

Near Term Historical Data _ L DB2 COWANDS ........... DB2 Conmmaend Statistics

_ M DB2 Storage ........... St orage Managenent Pool Sunmary
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DB2 Statistics Information

Analyzing From The Subsystem Perspective

+

Prepare Statistics

+

Copi ed from Cache

No Match

I nplicit KEEPDYNAM C( YES)
Avoi ded KEEPDYNAM C( YES)

Di scarded - MAXKEEPD
Purged - DROP/ ALTER/ REVCKE

+ + + o+ o+ o+

| NTERVAL
QUANTI TY

+ SQL Mani pul ative (DW)

TOTAL | NTERVAL
QUANTI TY QUANTI TY

+ SELECT 577342 14

+ | NSERT 350768 0

+ UPDATE 48286 1

+ DELETE 1010 0

+ OPEN CURSOR 987670 21

+ CLOSE CURSOR 936874 21

+ FETCH 169464K 35

+ PREPARE 671014 0
+ TOTAL | NTERVAL
+ QUANTITY QUANTITY
+ e e e e e e m -
+
+ Dynamic Sql (DSC) Reqs 392268 0
+ DSC Loads 19589 0
+ % of DSC Loads into Pool 4. 99% . 00%

= OMEGAMON DB2 Statistics data shows the number and type of SQL
calls performed for a given time interval

» These counts are for the DB2 subsystem

= Select a desired time interval and generate the report
» Note the number of prepares relative to other SQL related activity counts
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OMEGAMON XE For DB2 PM/PE
Tivoli Enterprise Portal — TEP Interface

Tivoli. Enterprise Portal

File Edit “iew Help

FEEN$ 3B 2004 ([88QUEBRLEERERT @ vERB A

=5 Yie Phrysical w iZS | EDM Statistics g‘; EDM |Ltilization
. @ Description Total | Delta | Rate
= [y UEZ w Failures due to EDMW Poal Full 0 0 oo
DB 5 MYSADE2 Databasze Descriptor (DBD) Regs 271827 4| 02
= E DShA MY S A DE2 CBD Loads o46 0 0o
Ely Thread Activity % of DBD Loads from DASD 0 0 oo
Eky System Statuz cursor Tahle (CT) Reqs 1477 0| oo
Ely Detailed Thread Exception CT Loads a8 0 oo
Ehy Lock Conflicts % of CT Loads fram DASD 4 0 oo
Bk Subzystem Management Fackage Tahle (FT) Reqgs 244015 4/ 02
Eky Log Manzger | FT Loads T04g 0 0o
Eky Ltilty Jobs % of PT Loads from DASD 0 0 0o
g [EDM Poal Dynamic Sgl (DSC) Regs 321025 gl 05
E"" Butfer Pool Management DSG Logds AR U O atabase Deseriptor Pages
Ely Valume Activit % of DSC Loads into Poal 22 0] 0.0 How o Pa;es :
E"" s Cnme::_tmns M B Fackage Table Pages
- — Oawailable Pages
@ Phygical | 3
EDM Sutntnaty
T Int_enfal Inlse Inlse Database Descriptor | Database Descriptor| Cursor Table | Cursor Table | Package Tahle | Package Table | Available | Available | Skeleton Cursor
Time | Pages | Percentage Pages Percentage Pages Percentage Pages Percentage Pages | Percentage | Tahle Pages
0300707 16:54:41 0 763 9.0 BEY 8.0 18 n.a 73 1.0 7428 91.0 B3 |

Use the TEP to monitor DB2 subsystem and
application performance information
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OMEGAMON Tivoli Enterprise Portal (TEP) Situations May
Alert On Key Performance Metrics

7 €] Situations for - EDM Pool =]
W+ e B & fr Formuis Distribution | P Expert Advice | 577 Action | @ Urti
|| |
~Description i
Alerts may drive
automated actions
. . ~Formula .
In this example if | Actions could be
the DSC load s console commands,
percent is greater R notifications, etc.
than or equal to a
certain percentage
an alert fires i [
- ]
Click inside a cell of the formula editor to see a description of the attribute for that column =4
AI erts m ay use and to compose the expression.
1 Add a condition by clicking Add conditions and selecting the situations to embed or |
bo 0 I ean Iog IC attributes you want to include. [ne]
Situation Farmula Capacity ﬁ % [ Add conditions... ] [ Advanced... ]
~Sarnpling interval Rl {State
:—D:Ii_ﬂi'é_Q:'i_Diﬂ [ Enable critical way
.El ; ; ; = [ Pey | [ Eot. | [] Run st startup

0,4 J[ Cancel ][ Apply J[ Help
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OMEGAMON Provides Real Time, Snapshot, And

Historical Data

ZEDWP

> Hel p PF1

> A- EDM POOL SNAPSHOT

VTM

Back PF3

2

V410./1 DSNA 03/07/07 15:09: 38
Down PF8
H H STORI CAL

2

Up PF7

>

EDWVP
+ Collection Interval:
+ Report Interval: 1

Pool Usage Pages

STMI cache:
In Use
Free
Tot al

21217
89378
110595

+ Dynam ¢ Sq
+ DSC Loads
+ % of DSC Loads into Pool

e T
S HL‘@:.'

(DSC) Regs

sec

EDM POCL | NFORVATI ON

REALTI ME

100% | - - - 10- - -

Percent of Tot al
30- - -

--20---

91739
7741
8.44%

Select option ‘A’ for pool

| snapshot data. Select
option ‘H’ for Near Term
History data

EDM Pool
60---70---80---90--100

Portions of the EDMP

major command relevant
d to the SQL cache

40- - - 50- - -

-50---60---70---80---90--100]

| NTERVAL /SECOND /THREAD /COWM T
QUANTITY ( 1) ( 0) ( 9)
0 .00 .00 .00

0 .00 .00 .00

. 00% n/c n/c n/c
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OMEGAMON XE For DB2 PM/PE
Near Term Historical Data Gathering And Usage

Accounting, Statistics,

Performance, Audit

OMEGAMON
Collector

OMEGAMON 3270
Interface =

Historical-DB2A

Historical-DB2B

OMEGAMON
CUA

/ Interface

OMEGAMON
XE Agent

Real time

L

Near term historical is stored in VSAM
files allocated to the OMEGAMON ‘ DBZA “ DBZB ‘

e e
y[ON

collector address space. History is
accessible through the classic or CUA
interfaces.
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Near Term Historical Provides Ease Of Collection
And Access — Most Recent ‘N’ Hours Of Data

ZHEDS VTM 07 V410./1 DSNA 03/07/07 15:14:52 2
> Hel p PF1 Back PF3 Up PF7 Down PF8 Zoom PF11
> HAF
> Enter a selection letter on the top line.
>
> A- SUBSYSTEM SUPPORT B- BI ND C- BUFFER POCL D- GROUP BP
> E- DI STRI BUTED DATABASE  *- EDM POOL G LOG MANAGER H OPEN CLOSE
> | - SQL/ Rl D/ PARALLEL/ PROC J- LOCK/ CLAI M DRAI N K- GLOBAL LOCK L- DB2 COMVANDS
> O OPTI ONS
> EDM POOL STATI STI CS SUMVARY BY REPORT | NTERVIRSLSA S UR I CEIRVELRETa (e
HEDS press F11 to drill down for
+ Collection Interval: 15 mn Start: time interval detail
+ Report Interval: 15 min Conbi ne Level: NONE End: 03/07 15: 14
+
+ Pages DBD DBD CcT CcT PT PT DSC DSC
+ Interval in Use% Pages Load% Pages Load% Pages Load% Pages Load%
i i i ddddedddid i dddieddddd i io--
+ 03/07 15:14 9% 667 . 00% 18 00% 78 00% 10205 2.73%
+ 03/07 15:00 9% 667 .00% 18 00% 78 00% 10205 5.51%
+ 03/07 14:45 9% 667 . 00% 16 00% 78 00% 10206 3.91%
+ 03/07 14:30 9% 667 .00% 16 00% 78 00% 10206 5.56%
+ 03/07 14:15 9% 667 . 00% 16 00% 78 00% 10207 2.75%
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PE GUI Provides Real Time Information And
Snapshot History

Monitor  Selected  View Tools  Windowe Help :'.

B{>ibos®

Snapshot

JE0T G224 Ak

= MonitnredObjects hIStory ContrOI
= [ Al DE2 Systems
= = zios [€3] oB2 commands (24 System Parameters Exception Processing iz currently not activeted. To view
= = Subsystems L. .
off oesc (25 DSNC - Statistics Details _ulg]};]
Statistics Detailz VWiew  Toolz  Window  Help '
) psne 2
= [ Data Sharing Grouy @{ % @{ Eg %{ @
= DSNSG
@Eﬁ oB1S 3/BM7 7:22:58 AM Zoom @ &
| S+ gozo
7 My Shortouts X <o 1 ' ' ' ' ' ' ' ' ' o '{
0T T:02:52 AM 3/RI0T 72653 AM
| -
View SQL
] Overview 1 1
73 il | [i] =] EDM Pool EDM Pool CaChe StatIStICS
Buffer Management Held by SHPTS 3,751 CT requests |
V| ew D namic 7] Locking Held by PTS 584 CT not in EDM poal
y E S0 Free Pages 30,574 CT hit ratio (56
SQ L statements PE:'”dI . Pages in use (%) 133 PT requests 5,575,348
an ! Package / Routine
£ Log Manage? Mon stealsble pages in use (%) 1.85 PT nat in EDM pool 1,735
T Subsystem PT hit ratio (%) 1000
SEL Activity DhL Failures due ta EDh poaol full u}
= Dynamic SGL Statements Pages for Dynamic SQL Cache 1,402
£ (;EI SQ}L‘ St?h?mems Pages in EDM poal dataspace 110,595
uery Paralielism ) ,
7 RID List Page distribution in EDM pool Free pages in dataspace free chain 109,103

Failures due to datazpace full u]

£ CPU Times
DEMY Virtual Storage
[£] DEM1 Real Storage
Mizcellansous
[£] Mested S0L Activity
Distributed Data
Diata Sharing Locking
[£] DB2 Connect Server
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Using PE GUI - Performance Warehouse — PWH
Performance Analysis Collection, Retention, Reporting

= Infrastructure around the Performance Database tables
= The PE server component supports to control processes
= Automatic creation and maintenance of the DB2
tables
* Internal DB2 tables for process control
= Performance DB2 tables for saving performance
counters for subsequent analysis
= To run PM Reports on the host configured and
started from GUI with display of the report at the GUI
= To build and schedule processes to collect, to
prepare and to load DB2 performance data (DB2
event trace data) into the Performance Database
= Provides analysis support
= Standard Rule of Thumb (ROT)
= Standard SQL queries
= Provides the capability to adapt and define customer
own ROT and queries

N . |

¢g Performance Warehouse
Performance Warehouse Selected View Tools W

0.8 % ®

Trace| Reportand Load | Analysis ERﬂEI‘ll

(= Performance Warehouses - Expert
B

=1 Process Groups |
0 ryown

H : OLessBeS
- #-%® Public
(] Process Executions
rI:ﬂE' Rule-of- Thumb Groups |
T T ERE Myown
. E-{& Rule-of- Thumb ©
' &4 Buffer Pool
P TP acciy
- [F-%E Public
[0 Query groups |

| MName

Accty_DBAT
Accty_DBAT_E
Accty_Gopal
CRD Accta
CRD Acctg an
CRD_IOandLe
CRD_Stat
Statistics
Stats_Gopal
Stats_Report_
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Looking At DB2 Accounting Trace Information

= Review accounting data to understand what the applications
are doing
» # of SQL calls, type of SQL calls, duration of SQL In-DB2 activity,
» DB2 SQL waits — /O, lock/latch waits, and other waits
» Stored Procedure activity, number of calls, SP scheduling delays
» Thread level buffer stats
» In-DB2 times, In-DB2 CPU times
» Application level prepare and cache statistics

= Accounting traces are the starting point for performance
analysis from the application perspective

» Use Accounting data to isolate potential problem applications

= Look at number and type of prepares relative to overall SQL
activity

» Use counts to determine relative cost of dynamic SQL
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PLAN Major Command Shows Thread Detail With

Options To Show Relevant Detall

Select letter commands to

ZTDTL VTM 2 V410./1 DSNA 03/07/07 15: see the relevant thread
> Help PFL information
> THREAD | NFORMATI ON: Enter a selectio on the top line.
> *-THREAD DETAI L B- LOCK COUNTS D LOCKS OANED E- GLOBAL LOCKS
> F-CURRENT SQL G SQL COUNTS DI STRI BUTED | - BUFFER POOL J- GROUP BP
> K- PACKAGES L-RES LIMT M PARALLEL TASKS N-UTILITY O OBJECTS
> P- CANCEL THREAD Q DB2 CONSOLE R-DSN ACTIVITY S- APPL TRACE T- ENCLAVE
> U LONG NAMES
> THREAD DETAI L

PLAN
+ Thread: Plan=DI STSERV Conni d=SERVER Corri d=DB2JCC_APPLI Aut hi d=DNET305
+ Dist : Type=DATABASE ACCESS, Luwi d=GA4AE78. GBEF. C0424ACA09F9=2272
+ Location : NDCDB201

act
+ Thread Activity User Defined Functions
o e e e e e e e
+ DB2 Status = WAIT-REMREQ TCB Tinme (SQ) = 00: 00: 00. 000
+ MVS Status = Wait for TCB Tine = 00: 00: 00. 000
+ Total El apsed Tine = 10:11:02.351 El apsed Ti ne = 00: 00: 00. 000
+ CP CPU Utilization = 00.0% El apsed Tine (SQ) = 00: 00: 00. 000
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Examples Of Relevant DB2 Accounting Trace Data

+ Thread: Pl an=DSNESPRR Conni d=TSO Corri d=DNET581 Aut hi d=DNET581
+ Attach: TSO DB2=DSNC M/S=MWSA
+ Time : Start=02/22/2007 21:04:12.116581 End=02/ 22/ 2007 21: 04: 15. 186702
act
+ Termination Status = DEALLCC Commits = 2
+ Total Elapsed Tine = 00: 00: 03. 070 Aborts = 0
+ Total CP CPU Tine = 00: 00: 00. 021 Paral | el Tasks = 0
+ Total Stored Proc CPU = 00: 00: 00. 000
+ Stored Proc Wit = 00: 00: 00. 000 Stored Proc Wit Cnt = 0
+
+ I n-DB2 Tines Tot al 1
L SO In-DB2 CPU time for
+ El apsed Tine 00: 00: 00. 018 = E
+ CP CPU Tine 00: 00: 00. 012 the appllcatlon
+ Stored Procedure CPU Tine 00: 00: 00. 000
+ Thread: Pl an=DSNESPRR Conni d=TSO Corri d=DNET581 Aut hi d=DNET581
+ Attach: TSO DB2=DSNC MS=MW/SA
+ Time : Start=02/22/2007 21:04:12.116581 End=02/ 22/ 2007 21: 04: 15. 186702
sqls
+ Commi t = 2 Abort = 0 Select = 0
+ Open Cursor = 1 dose Cursor = 1 Fetch = 250
+ Insert = O Delete = 0 Update = 0
+ Descri be = 0 Lock Table = 0 Prepare = 1
+ (rant = 0 Revoke = 0 Set RJI es = 0
+ I ncrem Bi nd = 0 Label/Comm On = 0 Set SQLID =
. + Set Host Var = 0 Set Connection =
Counts of cache hits + Connect_Type 1 = el Counts of SQL calls
) + Renane Table = 0 Hold Locator =
and mlsses + Rel ease = 0 Assoc Locator = Includlng prepares
Prepare Statistics:
Copi ed from Cache 0 Implicit - KEEPDYNAM C( YES)

I
[En

+
+
+ No Match
+ Discarded - MAXKEEPD
+

Avoi ded - KEEPDYNAM C( YES)
0  Purged - DROP/ ALTER REVOKE

In
[eNeoNe]

= Use accounting data to determine the impact of dynamic SQL
on the application time line
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Near Term History Collects Accounting And
Optionally Dynamic SQL Call Information

ZHAGPL VTM (0 V410./1 DSNA 03/07/07 16:03:17 3
> Hel p PF1 Back PF3 Up PF7 Down PF8 Zoom PF11
>
> Enter a selection letter on the top line.
>
> *-BY PLAN B- BY AUTHI D C-BY PLAN, AUTHI D D- BY AUTHI D, PLAN
> O OPTI ONS
ZHTCALL V410./1 DSNC 02/13/07 8:45:55 2

> THREAD HI STORY BY PLAN > Hel p PF1 k PF3 Up PF7 Down PF8
HAGP > THREAD H Enter a selection letter on the top line.
+ Report Interval: 15 mins Start: > A- THREAD DETAI LOCK COUNTS C-LOCK WAI TS D- GLOBAL LOCKS E- SORT/ SCAN
+ Report Filtered: NO End: > *-DYNAM C SQL G SQL COUNTS H DI STRI BUTED |- BUFFER POOL  J- GROUP BP
pl an > K- PACKAGE SUMVARY L-RES LIMT M PARALLEL TASKS N-SQL PA
+
+ DLk/ In-DB2 In-DB2 1 > THREAD HI STORY DYNAM C SQL CALLS
+ Plan Thrds Commit Abrt DML TQut Elap Tm CPU Tm HPLN
o e e et e e meee et e e + Thread: Pl an=DEMOTHD Conni d=RRSAF Cor ri d=DEMD. ADM  Aut hi d=DEMJ D
+ DISTSERV 37 37 0 8 0 .2 .ogl + Attach: RRSAF DB2=DSNC M/S=M/SA
+ DEMOTHD 1 0 3 37 0 0 oof + Time : Start=02/13/2007 07:18:55.917137 End=02/ 13/ 2007 07: 43: 55. 290594

call

+

Sel ect Cal | =NEXT ( FI RST/ LAST/ NEXT/ PREV/ +nnnnn/ - nnnnn/ Snnnnn)

+
Fll Zoom tO See + SQL St at enent ( 2 of 5)

+
thread detail + SELECT CONT(*)

+ FROM “ DEMD'. | BMQREP_SENDQUEUES SQL text

+ WHERE STATE_| NFO LI KE ' %ASN E% .

- —_— stored in NTH
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Near Term History Collection Options

ZH2I N VTM 02 V410./1 DSNA 03/07/07 16:10: 47 2
> Hel p PF1 Back PF3 Up PF7 Down PF8
> HCA
> NEAR- TERM HI STORY | NFORVATI ON: Enter a selection letter on the top line.
> *- COLLECTI ON OPTI ONS B- RECORD | NFORMATI ON C- DATASET STATUS
> NEAR- TERM HI STORY DATA COLLECTI ON OPTI ONS
COPT
+ H2 Col |l ection Options
+
+ DB2sys = DSNA Witeoption = VSAM I nterval = 15
+ Archivej cl = ARCVDSNA Tracebuf sz = 300K Ifireadtine = 010000
+ Maxhours = 24 Suspcol | = Yes Post PCT =70
+ Destination = None
+
+ Statistics = Yes Dsnzparm = Yes
+ Auditing =(123456728)
+ Accounting =(12378) Sort = Yes Lock Contention = Yes
+ Scan = Yes Lock Suspension = Yes
+ Dynam ¢ SQL = Yes Negative SQ = Yes
+
+ H2 Data Sets :
+ DEMO. DEMOWS. DSNA. RKD2VS01 . . .

Dynamic option enables collection

of dynamic SQL text in NTH
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Problem Isolation Using Performance Traces
The Most Detalled Level Of DB2 Tracing

= Accounting traces can be used to isolate performance issues down to the
plan/dbrm/package level

= With dynamic SQL applications there may be more permutations and
combinations of SQL

» Tracing may be needed to capture SQL call information for analysis

= Use Performance traces to isolate down to the SQL statement level and view
detalil activity within the statement level
= Use performance traces judiciously
» Concerns include:
= Trace overhead
= Quantity of data generated

= Retention and post-processing of the data
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Application Trace Facility - ATF

ZATRQ VTM @ V410./1 DSNA 03/07/07 16:23:21
> Hel p PF1 Back PF3

> *- SPECI FY TRACE B- VI EW TRACE C- STOP TRACE D- SELECT DSN

> E- VI EW DATASET F- STOP VI EW G CREATE VSAM LDS

2

> SPECI FY APPLI CATI ON TRACE

ATRQ

+ Type DB2 Pl an nane to be traced. Al so, provide additional optional
+ selection infornmation to limt trace output. To save trace records
+ for later view ng you nust specify a data set name for DSN

+

DSN= Data set name
TI ME= 005 Nurmber of mins to trace (001-060)
PLANNAME= DSNESPRR Pl an name or ALL for all active threads
AUTHI D= DB2 aut horization identifier
TSOUSER= TSO USERI D (TSO f oreground app)
JOBNAME= Jobname (TSO batch app)
CI CSTRAN= CICStrans id
Cl CSCONN= ClI CS connection id)
PSBNAME= I M5 PSB nane
| MBI D= IMs I D of the I M5 region
LOCKDATA= Y Coll ect DB2 lock trace recs? (Y/N)
SCANDATA= Y Col l ect DB2 scan trace recs? (Y/N)
SQDATA= Y Collect DB2 sgl trace recs? (Y/N)
THRDDATA= Y Coll ect DB2 thread trace recs? (Y/N)
CONNDATA= Y Col Il ect DB2 connect trace recs? (Y/N)
SMF= N Wite trace data to SMF? (Y/N)
GIF= N Wite trace data to GIF? (Y/N)
MEMSI ZE= 02 Col | ection workarea nmenory size (01-04 neg)

ATF allows for
performance tracing
for a specified
interval

Collection is to a
VSAM file or
OMEGAMON
memory

Trace analysis may
be done interactively
within OMEGAMON
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Using The Application

o __ZATRQ VIM @ V410./1 DSNA 03/07/07 16:23:21 2
> Hel p PF1 Back PF3

> *-SPECIFY TRACE  B- VI EW TRACE C STOP TRACE D- SELECT DSN

> E- VI EW DATASET F- STOP VI EW G CREATE VSAM LDS

> SPECI FY APPLI CATI ON TRACE

ATRQ

+ Type DB2 Plan nanme to be traced. Al so, provide additional optional
+ selection information to limt trace output. To save trace records
+ for later view ng you nust specify a data set name for DSN

+

Trace Facllity

= Performance traces allow for
analysis to the SQL call

= Provides granularity to see
SQL call level detail and see
the impact of dynamic SQL
on the application

= ATF provides an SQL index
overview

DSN= Data set name
TI ME= 005 Nurmber of mins to trace (001-060)
PLANNAME= DSNESPRR Pl an nanme or ALL for all active threads
AUTHI D= DNET581_ DB2 authorization identifier
TSOQUSER= __~~ TSO USERID (TSO foreground app)
JOBNAMVE= __ Jobnane (TSO batch app)
Cl CSTRAN= CICS trans id
Cl CSCONN= __ CICs connection id)
PSBNAMVE= ___ I M5 PSB nane
IMSID= IMS I D of the I MS region
LOCKDATA= Y Col l ect DB2 |ock trace recs? (Y/N)
SCANDATA= Y Col l ect DB2 scan trace recs? (Y/N)
SQLDATA= Y Coll ect DB2 sql trace recs? (Y/N
THRDDATA= Y Coll ect DB2 thread trace recs? (Y/N
CONNDATA= Y Col | ect DB2 connect trace recs? (Y/'N)
SMF= N Wite trace data to SM? (Y/N)
GIF= N Wite trace data to GTF? (Y/N)
MEMSI ZE= 02 Col | ection workarea nenory size (01-04 neg)
+ Pl annane=DSNESPRR  Conni d=TSO
Call Type Stm# Program
PREPARE 116 DSNESM58
OPEN CURSOR 190 DSNESM58
FETCH 183 DSNESM58
CLOSE CURSOR 197 DSNESMb68

Cor ri d=DNET581 Aut hi d=DNET581
Count | nDB2 Tinme MRet Rws Pc Rws DM Rws RD
1 00: 00. 00251 0 3 1 0
1 00: 00. 00005 0 0 0 0
250 00: 00. 00694 0 0 0 0
1 00: 00. 00002 0 499 249 250
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A Performance Trace Example

Understanding The Cost Of A Full Prepare

> APPLI CATI ON TRACE SQ. DETAIL
ATD1
+ Pl anname=DSNESPRR  Conni d=TSO Cor ri d=ADCDA Aut hi d=ADCDA
+
: Control =NEXT (Valid options are FlIRST/LAST/ NEXT/ PREV/ +nnnnn/ - nnnnn/ Snnnnn)
+ Current=000001 Total Nunber of SQ. Cal | s=000253

+

Start Tine Prognane SQ. Call Stnt# Retcode |1nDB2 Tine I nDB2 CPU

+

+ 21:14:24. 252 DSNESM68 PREPARE 00000 0 00:02.39784 . 05615

+

+ Data Rows Rows Rows Rows Rows Rows Rows Rows Pages Pages

+ Type Proces Looked Qual /DM Qual / RD Update Insert Delete De/ Ref Scand Sc/ Ref
e &
+ | NDX 6 2 10 0

+ DATA 1

Example

CPU cost of a full
Prepare

*Note — Measure
on your system,
mileage will vary

Note scan activity

on Catalog for
APS information

= Use performance trace data to analyze and understand detailed SQL call activity

= In this example tracing may be used to assess the cost of a prepare

» This may be used for later analysis
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The Cost Of A Short Prepare

Same Statement - Big Difference In The Prepare CPU Cost

> APPLI CATI ON TRACE SQL DETAI L
ATD1

+ Pl anname=DSNESPRR  Conni d=TSO Cor ri d=ADCDA Aut hi d=ADCDA

Cont r ol =NEXT (Valid options are FlIRST/LAST/ NEXT/ PREV/ +nnnnn/ - nnnnn/ Snnnnn)

+ Current=000001 Total Nunber of SQ. Cal | s=000253

Stm# Retcode |InDB2 Tine

+ Start Tinme Prognane SQ Call

21:16:57. 144 DSNESM68 PREPARE 59739 0 00:00. 00094 . 00085

+

+

+ Data Rows Rows Rows Rows Rows Rows Rows Rows Pages Pages
+ Type Proces Looked Qual /DM Qual / RD Update Insert Delete De/ Ref Scand Sc/ Ref

+ (No Data Activity Located For This Call)

= |In this example the full Prepare is 66 times more expensive
than the short Prepare

= Trace and analyze on your system to understand the cost of
Prepare

Example
CPU cost of a
short Prepare

*Note — Measure
on your system,
mileage will vary

Note no scan
activity on
Catalog for the
short Prepare
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Additional Analysis And Collection Options
DSC Cache Snapshot Analysis

= Useful to trace and analyze
activity in the EDM SQL
cache

= Provides a mechanism to
view dynamic SQL activity
in the SQL cache with
statement level information
In a lower overhead manner

= Shows SQL level counts
and execution times

= Position cursor and F11
zoom to see SQL detall

ZEDDT

> Help PF1

>

>

Back PF3

VTM @
Up PF7

A=DYNAM C SQ. CACHE BY AUTHI D

V410./1 DSNA 02/13/07 8:39:04

Down PF8

Sort PF10

B=*

Zoom PF11

2

vV V V V

.
.
.

/
.
.
.
)
)

place an 'a' before the EDDT command to get average for times and counts

DYNAM C SQL CACHE STATI STI CS

El apsed
Ti me

Wai t
Ti me

Cet -
Pages

Sync Sync
Reads Wites

00: 00: 00. 965
00: 00: 00. 722
00: 00: 00. 482
00: 00: 01. 437
00: 00: 00. 211
00: 00: 00. 472
00: 00: 00. 238
00: 00: 00. 233
00: 00: 00. 359
00: 00: 00. 353

00: 00: 01. 224
00: 00: 01. 244
00: 00: 00. 545
00: 00: 02. 497
00: 00: 00. 357
00: 00: 00. 799
00: 00: 00. 400
00: 00: 00. 264
00: 00: 00. 557
00: 00: 00. 508

00: 00: 00. 000
00: 00: 00. 000
00: 00: 00. 000
00: 00: 00. 045
00: 00: 00. 000
00: 00: 00. 065
00: 00: 00. 124
00: 00: 00. 000
00: 00: 00. 000
00: 00: 00. 001

O O O O O O o o o o
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Use DSC Cache Analysis To See SQL Text Detall

2

ZEDD3 VTM (07 VA410./1 DSNA 02/13/07 8:37:48

> Help PF1 Back PF3 Up PF7 Down PF8
> A-SQL PA
> EDM SNAPSHOT DYNAM C SQL CACHE STATI STI CS
> statistics require that nonitor class 1 and ifcid 318 be started

EDD3
+ Aut hori zation 1d: DEMJ D
+
+ UPDATE “DEMO'. | BMSBNAP_REG STER SET SYNCHTI ME = ? WHERE DEMO _RECORD =
+ 'Y AND SYNCHTIME < ?
+
+ Tinmes Executed 1791 Synchronous Buffer Reads 0
+ Cet pages 5373 Rows Exami ned 0
+ Rows Processed 1791 Sorts Perforned 0
+ | ndex Scans 1791 Tabl espace Scans 0
+ Parallel Goups Created 0 Synchronous Wites 0
+ El apsed Tine 00: 00: 00. 556 CPU Ti e 00: 00: 00. 358
+ Wit for Synch I/0O 00: 00: 00. 000 Wa4it for Lock/Latch 00: 00: 00. 000
+ Synch Exec Switch 00: 00: 00. 000 Wait for G obal Locks 00:00:00.000
+ Wit Ohr Thread Read 00:00:00.000 Wit OQhr Thread Wite 00:00: 00. 000
+ Isolation Bind UR Currentdata Bind N
+ Dynamic rules Bind R  Current Degree 1
+ Current I es _ D Current Precision N

EDM snapshot
shows SQL

text and
performance
information
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OMEGAMON Provides Storage Utilization Information

SRR T T T T T T T S I S S

Total agent | ocal
Tot al
Prefetch engi nes

+ Total variable storage (M)
st orage (MB)
agent system storage (MB)

Deferred wite engines

Cast out engi nes
GBP write engines

P- Lock/ notify exit engines

RI D pool storage (MB)
Pi pe manager sub pool
Local

Thread copi es of cached sql

In use storage (MB)
St at ement s count
H gh water mark for

dynam ¢ stnt cache cntl

st orage (MB)
bl ks ( MB)
statenments (MB)

al l ocated stnts (M)

St at ement count at high water mark
Date at high water nark

104. 902
60. 906
29. 664
18

250

0

0

0

. 348

. 941
5.891
15. 703

. 296

40

. 296

40
2007-02-22 21:48: 37

= OMEGAMON IFCID 225 storage displays provides storage utilization

information in the DBM1 address space

= When determining an optimization strategy for dynamic SQL these
numbers should be reviewed to understand the impact of the settings
on overall DB2 storage usage
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Forging An OMEGAMON DB2 Dynamic SQL
Analysis Strategy

= Gather data, measure and establish a baseline
» Gather Statistics data to determine

= The number of prepares, types of prepares, cache activity counts, the relative
amount of dynamic SQL on the subsystem

» Gather Accounting data for key applications to determine
= The number of prepares, types of prepares, cache activity counts
» Use the data to establish a baseline starting point for analysis

= Use the Logical Tuning Methodology
» Try calculating the relative cost of dynamic SQL

= The cost as reflected on the subsystem
= The cost as reflected on critical applications

» Understand the application time line for key applications
» Ask the question
= “Is dynamic SQL an issue?” — If yes, how much?
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Forging A Dynamic SQL Analysis Strategy -
continued

= Determine a trace collection and retention strategy
» Statistics traces — ongoing — SMF, NTH, Snapshot, PWH
» Accounting traces — ongoing - SMF, NTH, Snapshot, PWH

» Performance traces — determine based upon analysis needs versus cost of
collection, retention, and analysis

= Exploit the facilities provided by OMEGAMON XE For DB2 PM/PE
» Classic Interface

= Thread detail, subsystem detail, Near Term Historical, Application Trace
Facility (ATF)

» PE GUI

= Thread detail, subsystem detail, snapshot history, Performance
Warehouse (PWH)

» Tivoli Enterprise Portal (TEP)
= High level analysis, alerting, automation
= Tivoli Data Warehouse history
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Additional Monitoring Tools And Options
DB2 QUERY MONITOR
SQL Monitor

= Static / Dynamic SQL

= Monitoring Profile — determine what to capture

= Exception processin
p p g v'ISPF and GUI interfaces

= History v'Supports DB2 z/0S
v’ Exploits DB2 V9

= Auxiliary Functions P N

» Capture negative return codes -DB2 SOL
» Capture DB2 commands Performance Analyzer
OMEGAMON

» Host Variables
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DB2 SQL PERFORMANCE ANALYZER
Enhanced Explain

= Forecasts SQL performance
» Response times
» CPU times
» I/O counts
» Cost of query

vISPF and batch
Reports interfaces

v'Supports DB2 z/OS

v'Exploits DB2 V8

Easy Explain v'Integrates with

What If Analysis *DB2 Query Monitor
*DB2 Path Checker

*OMEGAMON

Preemptive governor
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SQL Performance Analyzer
Integration With OMEGAMON Classic Interface

yAS (o N VTM (04 V410./1 DSNC 03/08/07 7:54:41 2
> Hel p PF1 Back PF3
> THREAD | NFORVATI ON: Enter a selection letter on the top line.
> A- THREAD DETAI L B-LOCK COUNTS G- LOCK WAI TS D- LOCKS OWNED E- GLOBAL LOCKS |SSU€ Command
> *-CURRENT SQL G SQL COUNTS H- DI STRI BUTED | - BUFFER POOL J- GROUP BP from Classic
> K- PACKAGES L-RES LIMT M PARALLEL TASKS N-UTILITY O OBJE i
> P- CANCEL THREAD Q DB2 CONSOLE R-DSN ACTI VI TY interface to
> U LONG NAMES V-SQL PA
execute SQL PA
> SQ CALL BEI NG EXECUTED
PLAN
+ Thread: Pl an=DSNESPRR Conni d=SERVER  Corri d=JAVAW EXE Aut hi d=DEMO
+ Dist : Type=DATABASE ACCESS, Luwi d=G941FEF1. BB05.070307143745=40870
cal |
+ SQ call is active, call information is as follows :
ZSQPC00 VTM (07 V410./1 DSNC 03/08/07 7:52:49 2
> Hel p PF1 Back PF3 Up PF7 Down PF8
>
> SQ PA Anal ysis: EXPLAI N Cut put
>
> *- EXPLAI N B-QAIMT C- QTRACE D- SYSPRI NT  E- ANLSQL F- JOBERR
>
SQPO
> Report=000113 Pl an=DSNESPRR Package=** NONE** Dat e=2006-09-21 Ti ne=09. 50. 40
09: 50: 43. 053 SQ. Performance Anal yzer Version 3.1.
09-21- 2006 Enhanced Expl ain Report Level 3N 310
SQ. PA Paraneters
( ANLPARM)
REPORTS ALL
SHOMALT YES
DELIM T NONE

VI ADRDA +COFF+
USEPLAN +OFF+
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Summary

= Dynamic SQL is being used more and more
pervasively in many applications

= Dynamic SQL poses its own unique performance
considerations and challenges

= Take advantage of the facilities of OMEGAMON to
monitor, manage, and tune dynamic SQL
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