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ClusterProven Domino for AS/400

Introduction

ClusterProven™ Domino for AS/400 is an i Series specific enhancement for Lotus Domino that provides
0S/400 Version 5 Release 1 with a cluster management (CM) utility to manage i Series based Domino servers.
A Domino server's definition is duplicated on multiple i Series systems (known as nodes) in an OS/400 cluster,
managed by an OS/400 CM utility. The same Domino server is automatically defined on all the nodes in the
cluster that can access a switchable independent auxiliary storage pool (IASP) that stores the server's data
directory.

Thisis not the same as Domino clustering support but can be used in conjunction with Domino clustering
support. Domino clustering is configured on a database level. Each database can be clustered so that if the
primary server is not responding, access to that database is rerouted to a backup server where a copy of that
database is automatically maintained. Clustered databases must be replicated to the backup serversas a
scheduled event. There is some overhead to do this replication and copies of the database have to be stored on
the backup servers.

With OS/400 ClusterProven cluster support the clustering is done on a server's entire data directory and not at
aDomino database level. Instead of the databases being replicated, the definition of the Domino server itself
is duplicated on other cluster nodes. The cluster supported server's data directory is kept on a switchable disk
device. Once configured the same Domino server can be started on any iSerieslogical partition (LPAR) or
server that can potentially access the server's data directory on that switchable device. An OS/400 cluster
management GUI interface available through Management Central can be used to start, stop, and switch
between nodes configured for the clustered Domino server. 0S/400 APIs and commands can also be used to
perform cluster management functions. Cluster middleware products from IBM business partners offer
additional resources for managing Domino serversin an i Series cluster.

Using cluster management to support Domino provides automatic failover to backup iSeries systems or LPARS
in the case of a system failure. It can also be used to effectively switch a Domino server from one system to
another as a means to provide continuous support for the server on a backup system in the case of system
downtime for scheduled maintenance or a system IPL.

Requirements

In order for the same Domino server to be supported on multiple systems it must have its data directory
accessible to each system when it is started on that system. The server's data directory hasto be stored on a
disk storage device that can be switched between all the configured cluster nodes. Only 0S/400 V5R1 LPAR
systems and V5R1 i Series systems connected to a switchable disk device through HSL Opticonnect can be
configured to access a switchable storage device. V5R1 OS/400 cluster based management utility is required
to configure and manage switchable disk storage devices. Domino 5.0.7 is required on every iSeries systemin
the cluster that will support areplicaof a Domino server configured by OS/400 cluster management.

Switchable IASPs and DASD devices

An independent auxiliary storage pool (IASP) is configured on all of the iSeries systemsin the cluster that
need to access the disk storage represented by that IASP. The |ASP represents "independent” disk storage that
can be "switched" from system to system. The collection of storage is configured to these systems as a named
device. When the deviceis varied on to a system, the storage for that device is accessible to that system. The
device is configured to be switched between specific systems using a device domain. Only one system at atime
can vary on the device and get at the disk storage represented by its configured |ASP.
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The same IASP can be configured to be switchable between systems.The IASP storage
represented by a device is accessible to the system where the device is varied on.

A system can define or change objects stored when it has access. These objects can
then be accessed by another system when the device is switched and varied on to that
system.

A cluster management utility can define the device as part of a device type (*DEV) cluster resource group
(CRG) as the means of externally controlling which system currently has access to the storage. Creating a
device CRG for the device allows Cluster Management functions to manage the device and switch which
cluster node (system) has access to the IASP storage. CM can manage the |ASP from any node in the cluster
using OS/400 Operations Navigator's Management Central function, system APIs, CL commands, or cluster
middleware products. In addition, Cluster Management automatically provides support through device CRGs
so that accessto the IASP is switched between cluster nodes automatically in the event of a cluster node failure
(known as "failover"). Device CRG support is new for 0S/400 V5R1.
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Using OS/400 Cluster Management, a cluster can be defined for the systems
(nodes) that can access the same IASP. A device Cluster Resource Group
(CRG) can be configured on the cluster nodes to manage the switchable
storage. Cluster Management interfaces can be used to manage CRGs and,
through them, control which cluster node can currently access the IASP storage.

Starting with OS/400 V5R1, adefault user defined file system (UDFS) is configured for an IASP so that when
the IASPisvaried onit isautomatically "mounted” as afile system to the OS. Once mounted, the UDFS
appears as a directory with the name of the UDFS in the root directory of IFS file system on that system. The
IFSfile objects in this mounted UDFS directory are accessible through the standard IFS interfaces aslong as
the IASP deviceis varied on.
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When the IASP device is varied on the default
UDFS is automatically "mounted" in the root
directory of the system's IFS. IFS file objects in
the UDFS are accessable via IFS file interfaces
using a path name that includes the UDFS name.

The Domino server's data directory is stored on the switchable IASP and so it can be accessed when that
device CRG is switched to that cluster node. The data directory is kept in the default UDFS directory which is
automatically mounted when the device is varied on to that system. This allows the Domino server to accessits
data directory on any nodein its recovery domain using the same common directory "path" that includes the
name of the UDFS in the root of that path. The UDFS is accessible only when the device is varied on and then
only when the device CRG that controls the deviceis active and "primary" on a node within the cluster. When
the device CRG is switched to another node (or if the deviceisjust varied off) the UDFS s "unmounted" and
the objects in that file system are no longer accessible through IFS.
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When a Domino server's data directory is defined to be stored within an IASP's
storage (server's directory path includes the default UDFS directory name) then
the server's data directory can be accessed from any node where the IASP
device is varied on. Control of the device CRG then also controls access to all
IASP storage. That means Cluster Management can control which node can
access the Domino server's data directory through the device CRG.

There are restrictions on the configuration for switchable | ASP devices (and the disk storage they control).

0S/400 LPARs can have an |ASP defined so that it is accessible from and can be switched between partitions.
With a set of partitionsin a LPAR environment, the smallest switchable unitisa DASD 0P based set of files.

The other meansto create switchable disk storage so that it can be accessed by different systemsiswith a
switchable disk storage tower. These storage tower devices are connected with HSL Opticonnect to pairs of

i Series systems and can be switched between these systems. All the systemsthat switched |ASP devices must
at least have OS/400 V5R1 installed. The switchable IASP device must be configured to CM as adevice CRG
to all the nodes within a cluster where it can potentially be switched. Thereis no "granular” level of switching
the disk storage except at a device CRG level. Switching the CRG between systems means al of the disk
storage represented by the IASP is switched. The storage switched could potentially be used by multiple
applications on the systems and al the applications would be affected. Between systems connected via HSL
cables to a common switchable disk storage tower viaHSL cables, the smallest switchable unit isthe 1/0 tower
(i,e. model number 5074, 5075 or "half:" of a 5079 tower).

NoteWhen managing the | ASP device by using a device CRG, the device does not vary on automatically when
the device CRG is started. There is no error message that indicates anything has gone wrong with starting the
device CRG. Checking the device CRG (explained below) indicates that it has been started. This createsa
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situation where the device CRG is started but its device is not varied on and applications (including Domino
servers) cannot access the IFS files stored on the device as the device's default UDFS has not been mounted.
Varying the device on for the system where the device CRG is "primary" (explained below) will usually
resolve this situation. When a device CRG is switched or fails over to another cluster node, the device
associated with the CRG should be configured to automatically be varied on and the default UDFS mounted to
the IFS.

Domino for AS/400 Servers Managed as Application Cluster Resource Groups

The ability to have a Domino for AS/400 server's data directory accessible from multiple systems means that
the server's configuration and every Domino database defined by that server is accessible on these same
systems when the IASP device is varied on. Since the device can only be accessed by one system at atime, the
Domino server's directory is only accessible to that one system. The same Domino server's definition can be
duplicated to LPAR partitions or to systems that can vary on and can be started on the system that currently
can access the server's directory. Any number of iSeries systems could potentially be defined to any cluster.
The cluster systems (nodes) that can access the same |ASP are all candidates for supporting a common
Domino server whose definition has been duplicated in this way.

0S/400 Cluster Management can also manage ClusterProven applications as well as device CRGs. The
application itself is defined to CM as an application cluster resource group (CRG). Onceit is defined to
0S/400 Cluster Management as part of an application CRG, the application can be started or stopped using
CM interfaces and switched to start on another cluster node (system) where it is also configured. An
application CRG can be managed using the same OS/400 Operations Navigator Management Central GUI, CM
APIs, CL commands, or cluster middleware products that are used to manage device CRGs.

Cluster

Domino Nope2. Domino

Server ‘ Server
DOMSVR ! DOMSVR

P
CRG CRG
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Like devices, ClusterProven (TM) applications can also have Cluster Resource
Groups defined for them so that the applications can be managed as resources
within a cluster. Instead of being varied on and off like a device associated with a
device CRG, these applications can be started and ended using Cluster
Management GUI, APIs or commands using an application CRG.

NODEL

All CRGs when defined to CM have a recovery domain. The recovery domain isalist of systems (nodes)
within the cluster where the CRG is defined. The CRG's recovery domain also indicates which nodeis the
current primary node, which nodes in the cluster are backup nodes, and the order that the backup nodes should
be tried.
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A CRG exists on all the cluster nodes. Every CRG has a recovery domain that is
part of its configuration. This shows an example application CRG, DOMCRG,
with a recovery domain that has cluster nodes NODE1 and NODE2 in it. The
"<NODE2>" notation signifies that at the moment, NODE2 is the "primary" cluster
node for the CRG.

A Domino CRG also has arecovery domain. The nodes in the recovery domain represent the systems where
that server is configured and can be started. There is an additional requirement for a Domino application CRG
as a Domino server requires access to its data directory from the system where it is to be started. The recovery
domain of the server's application CRG hasto "parallel” the recovery domain of the device CRG that controls
access to its data directory on the node in the cluster. (See Creating a Domino application CRG and the
documentation on the CFGDOMCRG command below for more information on the recovery domain and
creating Domino application CRGs.)

Cluster
NODE1, Domino _
Server NODEZg Domino
| Ao 'SR DOMSVR
App.ure ¢ _ App.
DOMCRG B poMCR: |
Rar domain: Rec. d¢
ODEL nor Dev.CRG
Dev.CRG 2pE2> <NOL DEVCRG
DEVCRG ~»” Rec. domain:
Rec. domain: NODE1
NODE1 =~ _ DOMSVR's <NODE2>
<NODE2> DR, - Data
<Varied off; " Directory <Varied on>
IASP

This shows an example application CRG, DOMCRG, and a device CRG,
DEVCRG. Both have the same recovery domain and, at the moment, the CRGs
are active and NODE?2 is the "primary" node for both these CRGs. If the Domino
server DOMSVR was to be started on NODEZ2, the server has access to its data
directory on the IASP configured by DEVCRG.

The Basics of How CRGs Work

The nodes of the cluster have to be started with a CM function. When all the nodes defined to the cluster have
been started the CRGs defined to that cluster can be started. The CRG is considered "active" when it has been
activated on the cluster nodesin its recovery domain. Every CRG has a specific current primary node. Cluster
management will always start a CRG on al the active nodes in its recovery domain. The CRG will be active on
all these nodes but only the application CRG on the one node where the CRG isin the current primary state is
told to actually "start" its application. In the case of a Domino server's application CRG, "starting its
application" means doing a STRDOMSVR to start the Domino server on that cluster node.

Application CRGs configure an exit program that is called (submitted within a batch job) by CM when that
CRG is created, started, stopped, etc. CM uses the system controlling subsystem (configured with system value
QCTLSBSD) to determine where it will submit these exit program jobs. The function of an application CRG
exit program submitted by CM depends on the CM request (start, stop. etc.) and what that function means
within the exit program for the application being managed. The Domino application CRG exit program
QNOTES/IQNNHACRG is defined as part of Domino 5.0.7. It is automatically configured when a Domino
application CRG is created. This exit program performs the clustering functions required to allow CM to
manage a Domino server. For example when a Domino application CRG is started on a cluster node, the
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program will attempt to start the Domino server configured by the application CRG. When the application
CRG is ended, the exit program isinvoked by cluster management and it ends the Domino server.

Every application CRG must be defined with a unique | P address for use by the applications users. This
address is associated with the application by CM and is automatically switched (via | P address takeover)
between the cluster nodes within an application CRG's recovery domain. External communication with an
application CRG is always via this same | P address but the address is switched between nodesin the CRG's
recovery domain as each node becomes the current primary active node in the cluster for that CRG. When a
Domino server is defined as an application CRG, the server must already be configured to use a specific IP
address (see the TCP/IP port options parm (TCPOPT) on the CFGDOMSVR and CHGDOM SV R commands).
This IP address cannot already be in use by any other application except for that one Domino server. The
Domino server's configured | P address is automatically used for the application CRG's | P address when
creating the application CRG for that server. Notes clients that are configured to access the Domino server will
use this same | P address. When the Domino server is started on any node in the cluster, the client can access
the Domino server using that | P address regardless of which node in the cluster where the Domino server is
started.

Cluster Management Supported Failover and Switchover

The major function CM provides to an application or device when it is configured as part of aCRG is
automatic recovery in the event of acluster node failure. For any CRG that was active on the failing node,
cluster management automatically attempts to restart that CRG on the next available backup node in the cluster
by using the CRG's "recovery domain”. When a CRG is created it is configured with alist of cluster nodes that
isits recovery domain. The list designates which cluster node is started as the "primary" node and the other
nodesin thelist are the "backup" nodes. The order of the nodes in the recovery domain determines the order of
nodes where cluster management will attempt to start the CRG in the event of afailover or switchover of the
CRG. When aCRG isinitidly started by the cluster it first startsit on the primary node as defined in its
recovery domain. Thisis considered the "current” primary node. On a cluster node failure, cluster management
makes the next backup node in thelist the new "current” primary and the CRG's application is then started on
that node. Should this node fail the next node becomes the current primary and so on. When al the backup
nodes in the recovery domain have been tried the CM will again start with the original primary node in the
recovery domain.

Failover to the next node in a CRG's recovery domain is automatic when a cluster node fails. The current
primary node for a CRG can also be "manually” switched. Thisis known as a"switchover". Essentially the
same actions are taken by cluster management in that is uses the CRG's recovery domain and restarts the
application CRG on the next available "back up" cluster node as configured in the order the nodes appear in
the CRG's recovery domain.

NODE1, Domino
‘ Server
j DOMSVR
App.Lru g
! DOMCRG
Dar domain:
ODE1
Dev.CRG >DpE2>
DEVCRG
Rec. domain:
NODE1  ~-~.__ DOMSVR's <NODE2>
<NODE2> el Data
<Varied off> Directory %y aried on>
IASP

Clustering failover provides a means to automatically recover from the failure of a
cluster node by having the cluster resources that are currently active and "primary"
on that node switched to a backup cluster node. In this example CRGs are active
on cluster node NODE?2 that then experiences a failure.
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Swiching over a CRG provides a means to control which cluster nodes are the
"primary" node for cluster resources, In this example CRGs are active on cluster
node NODE2 and a CHGCRGPRI CL command is used to switch the primary
nodes for the CRGs.

Continuing from the previous example, as a result of the failure of NODE2, Cluster
Management function has automatically switched the active CRGs to their backup
nodes (NODEL1). The CRGs are now primary on that node. In the specific case for
the Domino server DOMSVR, it's data directory is now accessible from NODE1

and the server has been started on NODEL.

Using aswitchover, a CRG 's application can be started on a backup node in the cluster as ameansto provide a
controlled way to end the application on one node and (re)start it on a different node. A switchover of an
application CRG (aDomino server application CRG for example) would be how cluster management can be
used by an operator to start the application on a backup node in order to perform a system IPL or other
scheduled maintenance that would not allow the application to remain active on its primary node.
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Continuing from the previous example, as a result CHGCRGPRI commands,
Cluster Management function has switched the active CRGs to their backup nodes
(NODEZ1). The CRGs are now primary on that node. In the specific case for the
Domino server DOMSVR, its data directory is now accessible from NODE1 and
the server has been started on NODEZ1.

Related References

For more information on i Series clustering, Cluster Management APIs, and information on switchable IASPs
or other related High Availability topics see the following redpaper:

http://www.redbooks.ibm.com/redpapers/pdfs/redp0111. pdf
and also the High Availability Web site:

http://www-1.ibm.com/servers/eserver/iseries/hal
For more information on LPAR on i Series systems see the following Web site:

http://www-1.ibm.com/servers/eserver/iseries/|par/index.html
For more information on Operations Navigator including Management Central see the following Web site:

http://www-1.ibm.com/servers/eserver/iseries/sftsol/MgmtCentral .htm

Domino Application Cluster Resource Groups

ClusterProven applications are configured to and managed by OS/400 Cluster Management (CM). CM
manages the application as a "cluster resource” just like the switchable device driver. To alow the application
to be known to the cluster, an application cluster resource group (CRG) has to be created. An application CRG
isa"cluster wide" object and is created on every node in the cluster. The CRG is created as an OS/400 * CRG
object on every node in the cluster. There can only be one application CRG with the same name (10
characters) in the cluster. Every Domino server that is to be managed through cluster management has to be
defined as an application CRG.

Creating a Domino Application CRG

An application CRG has to be created for every Domino server that is to be managed by OS/400 CM. Creating
aDomino server as an application CRG will automatically create areplica of that server's OS/400
configuration on all the cluster nodes specified in the Domino application CRG when it is created. Once the
CRG is created then the server can be managed as a cluster application. Cluster management APIs, CL
commands, or the Management Central GUI interface can be used to manage the Domino server and start,
stop, or switch the Domino server between nodes in the cluster. The Domino server is started when its
application CRG is started on a node that is considered the current primary node for its CRG. Any number of
Domino servers can be configured on the cluster nodes and any subset of these servers could be configured as
application CRGs and started at various times. While each CRG is managed separately by CM, Domino
servers that are configured with an application CRG might have to be managed as a group, if there are many
serversthat all have their data directories accessible through (and managed by) the same device CRG.
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A CL command, CFGDOMCRG, is provided to create the Domino server's application CRG for an existing
Domino server. This command has to be invoked on the cluster node where the Domino server specified on the
command is already configured. All the nodes in the cluster should be active when this command is invoked.
Using the CFGDOMCRG command is the only way supported to create a Domino application CRG that can
be used to manage the Domino server as a cluster application. A Domino server can only be configured by one
application CRG in the cluster.

A domino server can only be supported as an application CRG in acluster when its data directory is located
on a switchable device. The switchable device allows access to its data directory to be switched to any one
cluster configured as part of the device CRG. Device CRGs are managed, including switching nodes, through
Cluster Management Operations Navigator or CL commands and APIs. In order to create a Domino
application CRG, the device CRG and the switchable device that will allow this access from multiple cluster
nodes must exist. The CFGDOMCRG command will check for the device CRG specified in arequired
command parameter. The command processing program will make sure the Domino server that isto be
configured has its data directory configured in a UDFS (user defined file system) that is mapped to this device.
In order for the CFGDOMCRG command to make this check, the device CRG must exist and be active and
accessible by (switched to) the cluster node where the CFGDOMCRG command is invoked.

The Application CRG's Recovery Domain

Every application CRG has arecovery domain. Thisisalist of cluster nodes (systems) configured as part of
the CRG. The nodesin the list can be any of the nodes defined to the cluster. Not every node in the cluster has
to bein arecovery domain for a CRG. When the application CRG is started in the cluster it is started on every
active node in its recovery domain. The application itself however istold to start on only one of the nodesin
the recovery domain. The recovery domain lists the preferred "primary" node where the application will first
be started, and all of the backup nodes. The order of the nodes in the recovery domain control which node
becomes the next node where that application would be started in the event of a node failure or amanually
controlled "Switchover" to a backup node. Besides the configured preferred primary, there is the notion of a
"current” primary that is maintained by CM for the CRG. This s the node that has currently taken over and is
where the application is started by CM. Note that in the event a CRG is ended and restarted, it will be restarted
onits"current' primary node. The recovery domain of a CRG can be modified after the CRG has been created
using CM APIs. Nodes can be added to or removed from the recovery domain and the configured primary and
order of backup nodes can also be changed. The CRG cannot be active in the cluster at the time its recovery
domain is changed.

Domino application CRGs have a direct dependency on the device CRG that controls the access to its data
directory from any node in the cluster. When an application CRG is configured for a Domino server, the
CFGDOMCRG command processing program finds the device CRG that controls access to its data directory.
The recovery domain for the deviceis used to create the recovery domain for the Domino application CRG.
That's why there is no cluster node list specified on the command. (The name of the device CRG isrequired as
an input parameter on the CFGDOMCRG command.) The Domino application CRG will have the same
configured primary and order of backup nodes as does the device CRG that controls access to its data
directory. Any number of servers could have access to their data directories controlled by the same device
CRG therefore any number of Domino application CRGs can be configured to use the same device CRG.

The recovery domain should always be exactly the same as the recovery domain of the device CRG that
controls the access the storage defined by that device. When a cluster node fails the CM function should switch
both the device CRG and the Domino server's application CRG over to the same (next) backup node. The same
action should be performed when the device CRG and the Domino application CRG is manually switched over
to the backup system. When switching over the Domino application CRG has to be switched over first to make
the backup node in its recovery domain the new "current” primary node. Then the device CRG it depends on
also must be switched over so that it also has the same new current primary node as the server's application
CRG. Switching the device CRG means the server can then access its data directory and the Domino server
should be able to start up on the backup node. (See the CHGDOMPRI command for more on switching the
current primary nodes for these CRGs.)

Once the Domino application CRG is created its recovery domain should never be changed directly using CM
APIs or commands. Rather the Domino application CRG should be ended and then the device CRG that
controls access to its data directory should have its recovery domain changed first (by any CM interface). Once
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the device CRG's new configuration has been tested, the Domino application CRG needs to be changed so that
its recovery domain matches the now changed recovery domain of the device CRG. Since CRGs have to be
ended to change their recovery domains, the Domino application CRG must be ended as the device CRG has to
be ended when its recovery domain is being changed. Once both CRGs again have the same domain they can
be restarted and will start with the configured preferred primary node as the node where the Domino server
will start. The CHGDOMCRG command processing program will always find the device CRG the Domino
server depends on and updates that server's application CRG's recovery domain to match the device CRG's
recovery domain. Note that this means the Domino application CRG must be ended when the CHGDOMCRG
command is used and will restart on its preferred primary node when the CRG is started. If the recovery
domain of the device CRG is ever changed for any reason the CHGDOMCRG command must be used to
update the recovery domain of all the Domino application CRG's that where configured to use that device
CRG. (Seethe CHGDOMCRG command for more on changing a Domino application CRG.).

Configuring the Same Domino Server on Other Cluster Nodes

When the CFGDOMCRG command is invoked its command processing program in turn builds and invokes a
Cluster Management API called QcstCreateClusterResourceGroup. Calling this API tells the Cluster
Management create CRG function to create the new application CRG on all the nodesin the cluster. (CRGs
are known to every node in the cluster.) When any application CRG is created, the name of an exit program
(ONOTES/QNNHACRG) is passed as a parameter. This program is invoked from cluster management on
every node in the application CRG's recovery domain. The Domino application CRG exit programisinstalled
as part of installing Domino for AS/400 5.0.7 . That release of Domino must be installed on every node in the
CRG's recovery domain or the create of the Domino application CRG will fail on that node.

When cluster management invokes this Domino exit program it automatically indicates that the exit should
start the process of creating areplica of the application CRG's server. (The replica of the Domino server will
only be known on those cluster nodes that are defined in the application CRG recovery domain.) All the
information about the Domino server is not known at the time the CRG is created so the exit program cannot
completely create the Domino server's replica on the other nodes. The first time the application CRG is started
on acluster node in its recovery domain, the rest of the information about the Domino server can be found and
the Domino server'sreplicais completely configured and the server is then started on that cluster node.

Domino Application CRG Servers and "*STANDBY" state

Eventually a Domino application CRG will be started on every node in its recovery domain. After it is started
the first time areplica of a Domino server is visible on every one of the nodes in the application CRG's
recovery domain (even when the application CRG is not active in the cluster). While the server's application
CRG is started on the primary node in its recovery domain, that server's configuration is also till visible on all
the backup nodesin the CRG's recovery domain. Operations Navigator or the WRKDOM SV R command can
be used on the cluster nodes that are only in a"backup" role at the moment. To allow a Domino server to be
configured but not able to be used, a server state called "*STANDBY" (stand by) is used. Domino servers are
in"*STANDBY" state for the following reasons:

* They are configured as part of an application CRG but the CRG is not currently active for the cluster,

* The CRG that configures them is active but primary (the Domino server is started) on another cluster
node,

* Thenodeisin the process of becoming primary as part of starting up the CRG on the node where the
server appearsin a"*STANDBY" state. The Domino server hasn't yet been started.

Domino serversin a*STANDBY state cannot be started as their CRG is not started on that node. Sinceitis
very likely their data directory is also not active and accessible to that node, there are not many functions that
can be performed on a Domino server when it isin *STANDBY state. The server cannot be started and even
"stand alone" server functions or BRM S backup of the server cannot work if the server's data directory is not
accessible. Once the server's application CRG is started on that cluster node (when the node becomes the
current primary for that CRG's recovery domain) the server will be started. Domino servers will go through the
*STARTING stateto a*STARTED state in a manner similar to using the STRDOM SV R command. Once the
node is set to be the current primary for the recovery domain, as long as that server's application CRG is active
and the current primary is not changed, the server is like any other Domino server configured on the same
system. It can be started and ended. It can have its console displayed and be sent commands like any other
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Domino server configured on the same system. The Domino server should not be removed on any cluster node
using CFGDOMSVR OPTION(*REMOVE) however as the server is still defined as part of an application
CRG. (The CRG hasto be deleted first. See the section "Deleting an Application CRG" below.)

When a Domino application CRG is ended, the server will goto a* STANDBY state on all the cluster nodes
whereit is defined. Starting a Domino server's application CRG may not mean that server will come out of
*STANDBY dtate. When a CRG is started, the cluster management function will only tell the exit program
configured to "start the application” on the current primary node. At most one node in the recovery domain of
the servers CRG can start be "started” in this way at any given time. Stated another way, the server's
application CRG can be primary on only one node in the recovery domain and CRG will only be started on that
node. It will remainin * STANDBY on the other nodes.

In addition the exit program that is attempting to start the Domino server will not start it (using
STRDOMSVR) until the exit program determines that the device CRG is also in the same primary state on that
exit's cluster node. Unless that is true, the server's data directory is not accessible from the exit's node, so there
isno reason for the exit program to attempt to start the Domino server. The exit program will keep trying to
determine when the device CRG is avail able and post a message to QSY SOPR message queue when it has
tried for about five minutes. Domino servers that are configured as part of an application CRG that cannot start
for this reason will remain in the* STANDBY state. The exit program will continue to attempt to start the
Domino server on the cluster node until it is ended. Eventualy it will post an inquiry message to the

QSY SOPR message queue asking if it should keep trying to access the device CRG or if it should cancel.
When the device CRG is eventually made primary on that exit's same cluster node, the device will then have
been switched to be accessible from the same node as the application CRG. Then the server's data directory
also becomes accessible. The Domino application CRG exit program knows that when that happens the server
can be started on that node and does the STRDOM SV R. The concept that a Domino server application CRG
depends on its device CRG in order to start its Domino server isimportant in managing both CRGs in the
cluster and is discussed at length below in this document.

Restrictions and Limitations of Domino Application CRG configured servers

See the section How to create a Domino application CRG below for more about what is required to be
configured and working before a Domino application CRG could be successfully configured. For certain the
Domino server hasto be created first before the CFGDOMCRG command can be used to configure it as part
of an application CRG. In addition to situations that could arise due to the same Domino server being ableto
start on multiple systems, there are some Domino server functions that are not supported on servers that can be
switched to and started on other nodes in a cluster.

0S/400 clustering enforces a restriction that the CRGs can only be switched or failed over to a cluster node
that has an OS/400 release level greater than or equal to the system from where the CRG is being switched.
Once a CRG has switched to be started on a higher release level of OS/400 it cannot be switched back and
started on a system with alower release level.

0S/400 system specific functions used by a Domino server could behave differently if a server is switched to a
system that has a different release level.

Installed PTFs (fixes) for OS/400 or the release and fix levels of products or functions used by a Domino
server could be different on the different systems.

0S/400 system specific objects used by Domino (system objects, Notes related objectsin system libraries,
programs that are invoked as part of a Domino application) might not be duplicated or have the same contents
on every system in the cluster where the same Domino server could be started. If a server function or
application depended on the existence or the contents of such an object, it could fail or behave unpredictably if
that object was not found or was different on other systems where the same server was started. Specifically this
could apply to programs called directly from Domino server applications or dependencies on other products
that have been installed on some systems and not others. Situations where this occurs might be resolved by
identifying what is different on the nodes in the cluster and correcting the differences between the systems.

0S/400 system specific values and attributes that affect how a Domino server works on any given system
might not be set the same on all the systems in the cluster where that same Domino server might be started.
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Specifically, system languages might not be installed on all the systems to which a Domino server could be
switched.

The same release of Domino should be installed on all the systems where a server could be started. Domino
application CRG support does not enforce this. Failing over to or switching a Domino server between systems
running different releases of Domino is a"user beware" situation. The first release of Domino that could
support a server as a application CRG is5.0.7 so that version of Domino has to be installed on all the nodesin
the cluster that are part of the Domino server application CRG's recovery domain or it cannot be created for the
recovery domain. When the next release level of Domino isinstalled it is recommended that all the Domino
application CRGs be ended (the Domino servers will end) and the new release of Domino be installed on all
the cluster nodes where are any Domino server could be started.

It is recommended the fix level of Domino code should be kept the same on all the systems where a server
could be started. Thisis not enforced by Domino server CRG support and isa"user beware" situation. While
this could possibly be used to test a Domino fix's effect on a server function, depending on the nature of the fix
it could change the content of the information in a server's data directory. The server might not function
correctly when it is then switched to another system that does not have the same Domino fix level installed.

Domino for AS/400 server specific functions to support directory synchronization (CFGDOMSVR parameter
DIRSRV set to *SYSDIR or *ALL) will not work correctly when a server is switched to and started on other
systems. This function should not be specified when creating the server to be configured as part of an
application CRG. If the server specifies this attribute it could be changed to remove this from its configuration
beforeit is configured as part of an application CRG.

Domino for AS/400 server specific functions to support routing e-mail through the OS/400 Mail Server
Framework (CFGDOMSVR parameter SMTP set to *MSF) will not work correctly when a server is switched
to and started on other systems. This function should not be specified when creating the server to be configured
as part of an application CRG. If the server aready specifies this attribute it could be changed to remove this
from its configuration before it is configured as part of an application CRG.

Effects on the Installation of Another (Next) Release Level (QMR) of Domino

As mentioned above, the Domino CRG support does not enforce that the same release level of Domino must
beinstalled on al the cluster nodes where that server could be started. This affects the procedure for installing
anew release level (such asa QMR) of Domino in an environment that is using Domino serversthat are
configured by application CRGs. In general the only supported situation is that all the systems have the same
release of Domino installed. The correct procedure would be to end al the Domino application CRGs on all
the cluster nodes and then install the QMR on all these nodes. When the new level of Domino has been
successfully installed on al the cluster nodes where a CRG configured server could start, the Domino
application CRG can be restarted. The first release of Domino that could support a server as a application CRG
is5.0.7 soinitially that version of Domino has to be installed on all the nodes in the cluster that are part of the
Domino server application CRG's recovery domain or it cannot be created for the recovery domain.

The Domino servers configured with an application CRG will likely need to have Domino templates in their
data directories updated when the new (next) release level of Domino after 5.0.7 isinstalled. All the Domino
server application CRGs should be ended on the node where the new release is being installed. (All the
Domino servers on that node should be ended.) The device CRG(s) that control the access to these server's
data directories should remain active and all the server's data directories should be accessible to a cluster node
while the next release of Domino isinstalled on that node. The Domino for AS/400 installer program will find
and update the templates in these data directories on the IASP device as it would any other Domino server's
when anew release level of Dominoisinstalled on that cluster node. Once the new release of Domino is
installed all the templates for the data directory(s) are updated. This only has to be done once. Thereis only
one copy of the data directories on the IASP device. It is the access to these now updated directories that is
shared. All the directories should have been updated to the next release by the install of the release . The same
release of Domino should be installed on all the other nodes in the cluster before restarting the Domino servers
application CRGs. The IASP device does not have to be switched over or started on these other nodes in order
to do that install as the data directories have been updated once aready.
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Domino Application CRG Commands

There are specific configuration requirements to correctly configure a Domino server to cluster management as
an application CRG. There are three commands provided to allow Domino application CRGs to be configured,
changed, and deleted. Note that these commands are "server oriented”" meaning that the commands assume that
users of Domino application CRGs might be more familiar with managing Domino servers by their names
rather than the application CRG that is configured for them or the device CRG that controls access to their data
directory.

The only supported way to create a Domino server application CRG isto use the CFGDOMCRG command.
Thereis error checking done, including checking the configuration of the server and validating that it has a
data directory managed by a device CRG. Thisis done as part of the command processing program to assure
the application CRG being created has a chance of functioning. It is recommended that the CHGDOMCRG
and DLTDOMCRG commands be used when a Domino application CRG is changed, or removed; however,
the clustering Management Central GUI, clustering APIs, or commands could be used to change or remove a
Domino application CRG with no error provided that the Domino server application CRG exit program name
and exit program data are never changed viathese interfaces. There are aso three commands provided that
can be used to stop, start, and change the primary node (switchover) a Domino application CRG. Using these
three commands to manage a Domino application CRG is optional. Domino application CRGs and the device
CRGs they are associated with can be started, stopped, and switched with the cluster management GUI (using
AS/400 Operations Navigator and Management Central), the system APIs that are supported by OS/400 cluster
management, or by the QUSRTOOL shipped cluster management commands.

These commands must be created after installing Domino for AS/400 5.0.7.

How to create commands
To create the six commands enter the following on an AS/400 command line:
CALL QNOTES/QNNHACCMD PARM('<user library name>')

Thiswill call aprogram that isinstalled as part of Domino for AS/400 5.0.7 that creates the six commands that
are associated with configuring and managing Domino application CRGs. The commands are created in the
library <user library name> named in the parameter passed into the program. The program creates these
commands with QSY S as the owner and *PUBLIC *EXCLUDE authorities. Note this program is shipped
with QSY S asits owner and * PUBLIC *EXCLUDE authority so the caller of the program will need the
appropriate authority in order to run the program to create the commands.

This program can be called to create the six commands into as many libraries (including QSY S) as needed.
The commands created this way are not part of the Domino product (LNT5769) and are not saved when the
Domino product is saved.

The following sections explain what each command does.

CFGDOMCRG - Configure a Domino server application CRG
Configures a Domino application CRG given a Domino server name.
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#B Config Domino application CRG [CFGDOMCRG)

File Edit Yiew Help

Domino application CRG name;  CRG ] Mame

Domino server name: SERVER Character value
Daomina app. CRG user profile: LISEFPRF I Mame

Data directory device CRG name; DCRG i MHame

Text description: TEXET ‘ Character value

8] | Cancel | Help 7

This command will attempt to create a OS/400 cluster management application CRG object (type * CRG). The
command builds the parameters required and then invokes the QcstCreateClusterResourceGroup system API.
Any errorsthat result from invoking this API are resignalled to the command's caller. The description of this
API includes documentation on the errors that can occur. This information will be helpful in diagnosing these
errors.

The cluster must be configured before this command will work. This command will only work on a system that
is defined as a cluster node. When the command compl etes successfully the application CRG object named by
the CRG parm will exist on every node in the cluster. There can only be one CRG (of any type) with this name
inthe cluster.

Command parameters:
CRG - The name (up to 10 characters) of the application CRG that is to be configured in the node's cluster. If
this CRG already exists the command will fail.

SERVER - The name of the Domino server that is going to be configured and managed as part of the
application CRG being configured. This Domino server must exist on the system where this command is
invoked. Only "plain" Domino type servers are allowed to be specified. The Domino server must be ended
(ENDDOMSVR or use WRKDOMSVR option 6=End server) before changing it to be managed as part of an
application CRG. If the server specified is aready part of another application CRG the command will fail.

As part of creating a Domino application CRG for this Domino server, CFGDOMCRG will attempt to create a
replica of this Domino server on every cluster node named in the recovery domain of the application CRG
being created. If the Domino server is aready configured on any of these nodes in the cluster the command
will fail.

When creating an application CRG a unique, unused, TCP/IP address must be configured as part of the
application CRG. The IP address used by CFGDOMCRG will be taken from this Domino server's
configuration. If the server is not configured to use a unique | P address, the command will fail to create the
application CRG. An existing Domino server can be changed and configured to use a specific I P address (see
the TCP/IP port options parm (TCPOPT) on the CHGDOMSV R command).

USRPREF - The user profile that is configured on every node in the cluster that is to be used to manage the
Domino application CRG. If this user profile is not configured on the cluster nodes, the command will fail.

This user profile is configured as part of the application CRG and is used by cluster management to submit the
application CRG exit program that is also configured as part of the application CRG. The application CRG's
exit program is configured as part of the application CRG. The same exit program is used for al Domino
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application CRGs. It isaways QNOTES/QNNHACRG and cannot be changed. When cluster management
wants the application CRG to perform a clustering function (start, stop, or switchover for examples) it submits
abatch job under the user profile configured with the USRPRF parameter. This job that runs this exit program
for the application CRG is submitted on every node in the application CRG's recovery domain.

The user profile specified must have job control authority (*JOBCTL) on all these systems and must be able
to switch to QNOTES user profile as there are objects owned by QNOTES that are required to be created
when the Domino server and its application CRG are created on the other nodes in the cluster. In addition, the
user profile must be able to access the UDFS directory.

Note Even though it would already be defined on every cluster node, the QNOTES user profile should NOT
be used here. It is not created with *JOBCTL authority with Domino for AS/400. For security reasons
QNOTES should never be modified to be given * JOBCTL authority.

The user profile specified must be able to read and write to the default UDFS associated with device CRG
specified by the DCRG command (user profile must have read and write authority to the UDFS directory) or
the command will fail.

DCRG - The name of the device CRG that contains the Domino servers data directory. A Domino server can
only be supported on multiple cluster nodes if its data directory is also accessible from these same cluster
nodes. When creating a Domino application CRG the device CRG that is going to be used to allow the storage
for a servers data directory to be switched between cluster nodes must aready exist. It is recommended that the
ability to switch the device CRG between all the cluster nodes in its recovery domain be tested first before
using it to create a Domino CRG.

With CFGDOMCRG, the device CRG must be active ("primary") on the cluster node where the server
specified by the SERVER parm above is configured and the CFGDOMCRG command isinvoked. The
command processing program will look for the data directory configured for the Domino server specified by
the SERVER parm. If the server's data directory is not in the UDFS configured as the default UDFS for this
device CRG, the command will fail.

Any number of Domino servers can use the same device CRG to provide access to the server's data directory to
other cluster nodes. When configured this way, all the servers have to be "switched over" (or their application
CRGs have to be ended) when the shared device CRG is switched over to another node. Note that a device
CRG cannot be switched over (it will fail to switch with an error) if any Domino servers that have their data
directories on that switchable device are active.

Note Therecovery domain used to create the new Domino application CRG is not configurable. Instead it is
taken directly from the recovery domain of the device CRG that manages which node can access its data
directory The recovery domain of the application CRG should not be changed unless the recovery domain of
this device CRG is aso changed. If the device CRG recovery domain is ever changed, the CHGDOMCRG
command can be used to automatically reset the recovery domain of a Domino application CRG so that it will
again match up with the device CRG's recovery domain.

TEXT - Up to 50 characters of text are used when creating the Domino application CRG. Thistext is optional
but can be useful to help identify the Domino server associated with this application CRG. The cluster
management Management Central GUI interface will allow application CRGs to be managed but does not
show which are Domino application CRGs and which Domino application CRGs are associated with which
Domino serversin the cluster.

CHGDOMCRG - Change Domino server application CRG
Changes a Domino application CRG given a Domino server name.
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43 Change Domino application CRG [CHGDOMCRG)

File Edit View Help

Damino CRG server name: SERVER Character value
Damino app. CRG user profile: LUSRFPRF I‘*SAME ‘_;j Mame
Text description: TEXT [*SAME Character value

Advanced Parameters

Ezxit program trace level: TRCLYL I‘*SAME _:_I

Huold exit program on startup: HLDEXITPGM ¥ *SaME € *YES *NO

Baszic | (0] 34 Cancel | Help

This command will attempt to change an OS/400 cluster management Domino application CRG object (type
*CRG). In this case the "change" is only changing afew select application CRG attributes. (Use the
CHGDOMPRI to change the current primary node for the application CRG.) The command builds the
parameters required and then invokes the QcstChangeClusterResourceGroup system API. Any errors that
result from invoking this API are resignalled to the command's caller. The description of this API includes
documentation on the errors that can occur. Thisinformation will be helpful in diagnosing these errors.

2

Command parameters:

SERVER - The name of the Domino server that is to have its application CRG changed. This Domino server
must exist and be configured with an application CRG on the system where this command is invoked. Since a
Domino server is configured on all the nodesin its application CRG's recovery domain, it's CRG can be
changed with this command from any of these nodes.

The Domino server (and its application CRG) do NOT have to be ended when they are changed however some
changes will not take effect until the changed application CRG is ended and restarted. If the server specified
does not exist or is not configured with an application CRG the command will fail.

The application CRG isacluster level object and is changed on every node in the cluster. The Domino server
associated with the application CRG is not changed.

When changing an application CRG the associated Domino server's | P address used by CHGDOMCRG will be
taken from this Domino server's configuration. If the Domino server's |P address has been changed since the
application CRG was configured the application CRG is automatically changed to use the new Domino server
IP address. If the server is not configured to use a unique IP address, the command will fail to change the
application CRG. An existing Domino server can be changed and configured to use a specific I P address (see
the TCP/IP port options parm (TCPOPT) on the CHGDOMSV R command).

Note Whenever the Domino application CRG is changed with this command, the recovery domain for the
CRG isaways automatically reset. It is taken directly from the recovery domain of the device CRG that
manages which node can access its data directory. Thisis done so that the application CRG's recovery domain
will always match up with the device CRG's recovery domain. The recovery domain of the application CRG
should not be changed unless the recovery domain of this device CRG is aso changed.

USRPREF - The user profile that is configured on every node in the cluster that is to be used to manage the
Domino application CRG. If this user profile is not configured on the cluster nodes, the command will fail.
Thisis provided as a means to change the user profile a Domino application CRG uses without having to
delete and recreate the application CRG.
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TEXT - Up to 50 characters of text that are used when changing the Domino application CRG.

Additional/Advanced parameters:

TRCLVL - Allowsthe trace level of the application CRG to be set for trouble shooting or testing purposes.
Whenever the application CRG exit program isinvoked it does a certain level of logging of information in its
job log. This parm sets the level of information that islogged. If not set with a CHGDOMSV R command, the
default level when a Domino application CRG is configured is * ERROR. Parm values are:

*SAME - (default) keep the same value for this CRG attribute
*NONE - don't do any logging in the exit program job log
*ERROR - log errors that might happen when the exit program fails to perform afunction

*INFO - log errors and other information that might help someone figure out what the exit program is
doing as it performs afunction
*ALL - log everything possible
HLDEXITPGM - Allows the Domino exit program QNOTES/QNNHACRG to be held (halted) whenever it is
submitted. Thisisto be used for allowing a Domino application exit program job to be serviced. If not set

with a CHGDOM SVR command, the default when a Domino application CRG is configured is*NO . Parm
values are;

*SAME - (default) keep the same value for this CRG attribute

*YES - Halt the exit program job on every cluster node in the Domino application CRG's recovery domain
every timethat job is submitted on those nodes to run the application CRG's exit program to perform a
clustering function for the application.

*NO - Do not halt the exit program job every time it is submitted.

Caution - When this option is turned on the next time the application CRG is started, the exit program'sjob is
submitted and halted on every node in the application CRG's recovery domain. The application CRG will not
completely start, end, switchover, etc. on any of the cluster nodes until every halted exit job is released for
every cluster function on every node in the recovery domain.
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DLTDOMCRG- Delete Domino server application CRG
Deletes a Domino application CRG given a Domino server name.

4B Delete Domino application CRG [DLTDOMCRG)

File Edit “iew Help

Diamino CRG sener name: SERVER || Character valug

(] 8 I Cancel | Help T

Note Thisdoes not remove the Domino server configured as part of the application CRG. To completely
remove the server, the CFGDOMSVR command with the OPTION(* REM OV E) must be used. The command
builds the parameters required and then invokes the QcstDel eteClusterResourceGroup system API. Any errors
that result from invoking this API are resignalled to the command's caller. The description of this API includes
documentation on the errors that can occur. This information will be helpful in diagnosing these errors.

This command will attempt to delete an OS/400 cluster management Domino application CRG abject (type
*CRG). The command builds the parameters required and then invokes the QcstDel eteClusterResourceGroup
system API. Any errorsthat result from invoking this APl are resignalled to the command's caller.

Command parameters:

SERVER - The name of the Domino server that isto have its application CRG deleted. This Domino server
must exist and be configured with an application CRG on the system where this command isinvoked. Since a
Domino server is configured on all the nodes in its application CRG's recovery domain, it's CRG and all the
replica server configurations can be deleted with this command from any of these nodes.

The application CRG isacluster level object and is deleted from every active node in the cluster. The Domino
server's "replicas’ and the application CRG are removed from all the nodes in the cluster. (It is highly
recommended all these nodes are active in the cluster when the CRG is removed.) The original Domino server
associated with the application CRG is NOT removed from the node where it was originally configured (where
the CFGDOM CRG command was run). The Domino server will remain configured on the original cluster node
where the application CRG was created with the CFGDOM CRG command. CFGDOMSVR OPTION

(*REMOVE) has to then be used to completely remove the server.

Note A Domino server should not be removed with the OPTION(* REMOVE) if configured with an
application CRG. The server's Domino application CRG must be deleted first with the DLTDOMCRG
command.

Deleting a Domino server's application CRG has no effect on the server's data directory. The server's data
directory would still be configured on a switchable DASD device configured and managed as part of adevice
CRG.

Once a Domino server's application CRG has been deleted it can be reconfigured as part of a different, new,
application CRG using the CFGDOMCRG command.
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STRDOMCRG - Start Domino server application CRG
Starts a Domino application CRG given a Domino server name.

4B Start Domino server CRG [STRDOMCRG]

File Edit Yiew Help

Ciomino CRG server name: SERVER Character value

Advanced Parameters

Start server device CRG: STROCRG v *h0 i~ *ES O FORLY

|nn}
ik
in’
=

?

Ik Cancel | Help

Thiswill start the Domino application CRG on all the nodes in its recovery domain. It will only attempt to start
the Domino server on the cluster node in the current primary node in the application CRG's recovery domain.
If the device CRG associated with the application CRG is aso active as a current primary on the same node,
the application CRG starts the Domino server (STRDOMSVR) on that same node. The application CRG will
NOT start the Domino server if the device CRG that controls access to its data directory is not also started and
the "primary" node, for that device CRG is the same as that for the Domino server's device CRG.

The command builds the parameters required and then invokes the QcstStartClusterResourceGroup system
API for every CRG started. Any errors that result from invoking this APl are resignalled to the command's
caller. The description of this API includes documentation on the errors that can occur. This information will
be helpful in diagnosing these errors.

Command parameters:

SERVER - The name of the Domino server that is to have its application CRG started. This Domino server
must exist and be configured with an application CRG on the system where this command is invoked. Since a
Domino server is configured on all the nodes in its application CRG's recovery domain, it's CRG (and it's
associated device CRG) can be started with this command from any of these nodes.

If the application CRG is aready started, the command will fail but does not effect the active CRG or the
Domino server. The command can be used to start only the device CRG associated with the Domino server
even though the application CRG might already be active.

Additional/Advanced parameters:

STRDCRG - Starts the device CRG that controls access to the server's data directory. The name of this device
CRG iskept as part of the internal configuration of a Domino application CRG. The device CRG for a Domino
application CRG server can be started from any node in the cluster where areplica of the server is configured.
If not set with a STRDOM SV R command STRDCRG parm the default when a Domino application CRG is
started is*YES . Parm values are;

* *YES- (default) start the device CRG that was configured as part of this Domino server's application
CRG é&fter starting the Domino server's application CRG.
*NO - don't start the device CRG.

*ONLY - only start the device CRG that was configured as part of this Domino server's application CRG.
Do NOT aso start the Domino server's application CRG.

Note This parameter will start the device CRG if it is not already started. It will not set the current primary
node for the device CRG (where the Domino server's data directory could be accessed) to be the same current
primary for the Domino server's application CRG.
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ENDDOMCRG - End Domino server application CRG
Ends a Domino application CRG given a Domino server name.

43 End Domino server CRG [ENDDOMCRG)

File  Edit “Wiew Help

Diomino CRG server name: SERVER | Character value

Advanced Parameters
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&

EEein ks Cancel | Help

Thiswill end the application CRG on the cluster node where it is active. Ending a server's Domino application
CRG aways ends the Domino server (ENDDOMSVR) if it isrunning.

The command builds the parameters required and then invokes the QecstEndClusterResourceGroup system API
for every CRG ended. Any errors that result from invoking this API are resignalled to the command's caller.
The description of this API includes documentation on the errors that can occur. Thisinformation will be
helpful in diagnosing these errors.

Command parameters:

SERVER - The name of the Domino server that is to have its application CRG ended. This Domino server
must exist and be configured with an application CRG on the system where this command is invoked. Since a
Domino server is configured on all the nodesin its application CRG's recovery domain, its CRG (and its
associated device CRG) can be ended with this command from any of these nodes.

If the application CRG is aready ended, the command will fail but does not effect the CRG or the Domino
server. The command can be used to end only the device CRG associated with the Domino server even though
the application CRG might already be ended.

Additional/Advanced parameters:

ENDDCRG - Ends the device CRG that controls access to the server's data directory. (The order of ending is
always that the application CRG hasto be ended first, then the device CRG.) The name of this device CRG is
kept as part of theinternal configuration of a Domino application CRG. The device CRG for a Domino
application CRG server can be ended from any node in the cluster where areplica of the server is configured.
If not set witha ENDDOM SV R command ENDDCRG parm the default when a Domino application CRG is
ended is*NO . Parm values are:

e *NO - (default) don't end the device CRG that was configured as part of this Domino server's application
CRG.

*YES - aso end the device CRG after ending the Domino server application CRG.

*ONLY - only end the device CRG that was configured as part of this Domino server's application CRG.
Do NOT aso end the Domino server's application CRG. This parm option is provided as away to end this
device CRG only when the configured Domino server's application CRG is already ended.

Note This parameter will end the device CRG if it is not already ended. This parameter should be used with
caution. A device CRG could configure more that one Domino server's data directory or the storage controlled

by that device could be used by any number of applications on the node where it is being ended.
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CHGDOMPRI - Change Domino server application CRG Primary node
Changes a Domino application CRG primary node (does a "switchover" to the next node in the CRG recovery
domain) given a Domino server name.

4B Change Domino server primary [CHGDOMPRI)

File Edit View Help

Damino server NAMme; SERVER ' Charactervalue

Change device CRG primary hode: CHGOCRG & =ES *WO  © *0OMLY

Advanced | Ok | Cancel | Help

The CRG(s) that are changed with this command must be active (started) first. When an application CRG is
switched over to anew primary, it is automatically ended on the current primary node and then started on the
new primary node. In the case of a Domino application CRG that means that the Domino server will first be
ended and then attempted to be started on the new node.

7

Note Thedevice CRG must also be active and the same node in its recovery domain also the current primary
as the Domino server's application CRG.

The new current primary node in the cluster is determined by the recovery domain(s) of the CRGsthat are
changed. The "next" active node in the list of nodes in the CRG's recovery domain should become the new
primary. The command can be used to change only the device CRG associated with the Domino server even
though the application CRG for that server might be ended.

The command builds the parameters required and then invokes the QcstInitiateSwitchOver system API for
each CRG that is changed. Any errors that result from invoking this APl are resignalled to the command's
caller. The description of this API includes documentation on the errors that can occur. This information will
be helpful in diagnosing these errors.

Command parameters:

SERVER - The name of the Domino server that is to have its application CRG's current primary node changed.
This Domino server must exist and be configured with an application CRG on the system where this command
isinvoked. Since a Domino server is configured on all the nodes in its application CRG's recovery domain, its
current primary node (and/or the current primary of its associated device CRG) can be changed with this
command from any of these nodes.

CHGDCRG - Changes the current primary node to the next node in the recovery domain of the device CRG
that controls access to the server's data directory. (The order of changing is always that the application CRG
has to be changed first, then the device CRG.) The name of this device CRG is kept as part of the internal
configuration of a Domino application CRG. The device CRG for a Domino application CRG server can have
its current primary node changed from any node in the cluster where a replica of the server is configured. If not
set with a CHGDOMPRI command CHGDCRG parm the default when a Domino application CRG's primary
nodeischanged is*Yes. Parm values are:

* *YES- (default) also change the current primary node for the device CRG after ending the Domino server
application CRG.

*NO - don't change the current primary node for the device CRG.

*ONLY - only change the current primary node for the device CRG that was configured as part of this
Domino server's application CRG. Do NOT also change the primary node for the Domino server's
application CRG.
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This parm option is provided as away to change the current primary node of this device CRG only when the
configured Domino server's application CRG is ended or is already the current primary on a desired cluster
node and the device CRG is not. For example this function can be used to change the primary for the device
CRG so that it will match the current primary for the Domino server application CRG. Recall that the
application CRG could be currently active and waiting for the device CRG to be available on the node where
the server's application CRG has already been started.

Note This parameter will implicitly end the device CRG on one node and start it on another. A device CRG
could configure more than just one Domino server's data directory. In addition the storage controlled by that
device could be used by any number of other applications on the current primary node.

The recovery domains of the Domino application CRG and the device CRG configured with it should be the
same when the Domino CRG was originally configured. However, there is no guarantee they already have the
same current primary when this command is used. There is no guarantee that the current primary node for the
Domino server's application CRG is the same as the current primary for the device CRG it needs. This
command will only set the new primary nodes for both CRGs to the next node in their respective recovery
domains.

Preparing to Create a Domino Application CRG

Before attempting to create an application CRG there are some prerequisite steps that should be done. The
most important of these isto make sure all the systems that are going to be part of arecovery domain for a
Domino application CRG have Domino for AS/400 5.0.7 (or later) installed. The Domino application CRG
will fail to createif there is even one node in the device domain that does not have this rel ease of Domino
installed.

There is a considerable amount of preparation to create an application CRG. Some of it might seem "trivia" in
acluster of two nodes and one device CRG. The idea behind this preparation is to be able to create aworking
Domino server application CRG the first time. Some of these steps don't have to be repeated every time anew
Domino application CRG is created. Where these steps should be repeated is if anew node is added to the
cluster and the intention is to use this node for Domino application CRGs or to add the node to an existing
CRG. It should not be assumed that the new cluster node is configured correctly to be used with a Domino
application CRG.

Checking the Cluster

The next major requirement is to have aworking cluster. Recall that a working cluster can have as few as two
nodes and that these can be LPAR systemsin asingle iSeries system. Note that High Availability business
partners can provide clustering related applications that alow clusters, nodes, and CRGs to be managed. These
are not discussed here and the documentation for these applications should be consulted to determine their
requirements and functions that might be useful to help verify the cluster configuration before attempting to
configure a Domino application CRG.

Checking cluster with Management Central

If the intention is to use Operations Navigator and Management Central to manage Domino application CRGs
and their associated device CRGs, this should be tested to make sure the cluster being used is accessible from
the Management Central system. If a cluster has been configured it should show up under the Management
Central system.

If the cluster does not exist, it can be created from either the cluster management utility shown here under
Operations Navigator Management Central or use one of the available cluster management applications
provided by a High Availability business partner. This document will not show how to create or add nodesto a
cluster using these interfaces. It will not show the creation or management of a Domino application CRG using
cluster management interfaces provided by these business partners.
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This shows Management Central with a cluster called "ROCH" selected.

Note Operations Navigator does not display the real OS/400 names of the objects but rather shows the names

in lower case with the first letter capitalized.

All cluster nodes defined for that cluster and their current cluster activity state can also be seen by selecting the

Cluster icon for "Nodes." o
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This shows the same "ROCH" cluster after selecting the "Nodes" icon. There are two nodes shown,
TSCLPARS and TSCLPARA4. Both arein the "started" state which means they are active in the cluster.
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Checking cluster with Cluster Management commands
If using OS/400 clustering commands any node in the cluster should be able to display its cluster's name with
the PRTCLUNAM command. If acluster is configured, thiswill generate a spoolfile with the node's cluster

name.
Cluster Neroe: BOCH
Requesating FHode Id: T3CLEARA
Curecant natar Vareion |

Curcent Cluater Version Mod Lewvel: 0
Potentiml Node Version:
Potentiml Veraion Mod Lewel: ]

Thisisthe output from the PRTCLUNAM command. The cluster name is ROCH in this example.

For more information about what nodes are known to the cluster, use the cluster command PRTCLUINF.
Given acluster's name, this command will generate a spoolfile listing al the cluster nodes and their current
state.

Uaer BEpace HNemwe: OCSTUOZRSPC
TNaer &Space Library Nawme: OQUSREYS
Clusker Tewme: ROZ

FOorwmet Hame: LLCTIOL0O

HNode Id to retrieve: *ALL

Zluakter Informetion:

Cluzker Pepource Servicez Stabtue: Not hkotive
Current Closter Version: I

current cluater Maodification Lewel: [
Humber of Nodes:

1. Bode Id: TICLPARS
Hode 2tabuor Inoobiwve
Potential N¥aode Version: 2
Faotential ¥ode Modificaclon Lewvel: 0O
Ieyice Domain Name=: EBEOCH
Hather of Inberfmoea: 1
IF address: 9.5.12.17

Lo WNode 14 TaLLPARSG
Wode Status: Inective
Potentclal Oode version: 2
Fotential Node Modificabtion Lewe=l: 0O
Ievice Domain Home: EROCH
Hather of Interfmcea: 1
IP addresa: 9.5.12.20

Thisisthe output from the PRTCLUINF command on cluster ROCH. The two nodes in this cluster are
TSCLPARS and TSCLPARA4. Clustering on these nodes happened to be inactive at the time the command was
run.

These interfaces can be used to display thisinformation from any node in the cluster but if the node is not
currently active, the information reflects what was known about the cluster when the node was last active. The
cluster nodes should be started to make sure the information about the cluster returned by these commandsis
current.

These interfaces can be used to make sure the nodes that are going to be part of an application CRG's recovery
domain are configured, active, and manageable by the cluster.

Checking the Device CRG

The other major prerequisite for creating a Domino server application CRG isthat the server's data directory
has to be stored on switchable disk storage configured on the cluster nodes as a device. In order for the
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Domino server to be managed (and switchable) as part of the cluster, this disk device also has to be managed
as part of adevice CRG that is known to the cluster.

In any given cluster there could be many device CRGs configured and available to be used, each representing
some set of switchable disk storage. Choosing the right one requires some planning and the choice should
consider what, if any, other applications, users, or Domino application CRG servers might also store datain
IFS files on the same switchable device. Every time this device is switched between cluster nodes, all the users
of IFSfilesin that device are affected. The other consideration regarding what device CRG that a Domino
server should use to control accessto its data directory is the recovery domain of the device CRG. Thislist of
cluster nodes will automatically become the recovery domain of the Domino application CRG wheniit is
created. The choice of device CRG might mean that the recovery domain needs to be adjusted. It might mean
that IFS file objects controlled by the device and used by a specific application need to be moved into other
storage or managed by other device CRGs. Deciding on which device CRG to use to manage access to a data
directory for anew Domino application CRG server isasimple task in a cluster of two nodes and one device
CRG. However it can be quite complicated and require a great deal of planning in alarge cluster with multiple
device CRGs that each control accessto many IFS files used by multiple applications, including existing
Domino application CRG configured servers.

Checking device CRGs with Management Central

Management Central can be used to view the configured device CRGs for a cluster. This can be used to
determine which existing device CRG should contain (and control the access to) a Domino server's data
directory.

3 AS /400 Dperations Navigator
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This shows the same "ROCH" cluster after selecting "Switchable Hardware" icon 1) There are two device

CRGs (Cluster Resource Group is shortened to "Group” here). Small "switched disk” icons % represent
switchable disk storage. CRGs CRGDEV and SWITCH2 are shown. Both arein the "started" state which
means they are active in the cluster. The Node listed is the node that is the current primary for the device CRG
(and the cluster node where the disk storage configured by that device CRG can be accessed). Both CRGs have
TSCLPARS as their current primary node.
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Once a decision asto which device CRG is agood candidate for a managing a Domino application CRG data
directory, it can be selected to find the device name associated with the device CRG.

43 AS /400 Dperations Mavigator
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This shows the same device CRGs but CRGDEYV has been selected. Operations Navigator shows the
configured device name for device CRG CRGDEV. Inthiscaseit iscalled "SWITCHABLE". That means
thereisadevice called "SWITCHABLE" defined on al the cluster nodes in the recovery domain of device
CRG CRGDEV. Thereisalso adefault UDFS called SWITCHABLE that is always automatically mounted in
the IFS file system of the cluster node where this deviceis varied on. If planning to use CRGDEV for a
Domino application CRG, this name is important information as the data directory for that Domino server has
to be located within this directory. (The server's directory name must have this UDFS name, Switchable
configured in the file path name for the server.)

Checking device CRGs with Cluster Management commands
The PRTCRG Cluster Management command can be used to get information about configured CRGs. Given a
cluster name, this command will create a spool file that lists all the CRGs configured for a cluster along with

the CRG types.
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This shows the output of PRTCRG on the cluster ROCH. We are interested in knowing more information

about the device CRG called CRGDEV.
The PRTCRGINF command can be used to see more detailed information

about a CRG. Given the cluster and

CRG names, this command will list the configured cluster information for the CRG, including its recovery

domain.
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Membership Jtacus: 1 |[Insctive)

Preferred Role: |PEiremry node|
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This shows the PRTCRGINF for the device CRGDEYV. It has two nodes, TSCLPARS3 and TSCLPAR4 in its
recovery domain. The preferred role for TSCLPAR3 is as the backup. For TSCLPARA4 therole isthe preferred
primary. Although this shows that these nodes are both inactive, the current primary for CRGDEYV is
TSCLPARS and will be the primary node where the device managed by CRGDEV will be available when next
stared.

A device CRG has to be used for the Domino server's data directory when it is managed as part of an
application CRG. If no device CRGs are available or suitable to be used for the server's data directory, a new
device CRG will have to be configured before a Domino server's application CRG can be created. If anew
device CRG is configured it should be tested before attempting any further stepsin the creation of the
application CRG that will depend on it. Thisis especially trueif this device CRG has never been used from al
the nodes in its recovery domain.

One reason to test the device CRG is to verify that is was created to automatically vary on the switched storage
device when the device CRG becomes active and primary on a cluster node. This device CRG attribute is not
visible using the Management Cental GUI. The PRTCRGINF command with the OPTION (* CFGOBJ)
specified, given the cluster and CRG names, will produce a spoolfile that shows this attribute (see the line
"Configuration Object Online" in the spooal file output below.

U=se=1 Clp.:u:;c Name: DO ATIIAROARC
User #pace Library Hame: QUIARIYE
Oluctocr MNameo: nooH
Format HName: LREIOZ00

Cluster Pescurcs Sroup Lissed: CREDEV

“luster Resource CGroup "nformation

Betrieved Information Ccnsistencwy: 1 {(Information rec-risved

Besclution:
“all this APT on an active node in the <lustsr,
StarT Cluster Resource Services on the node running
Call the End Cluster Nod= and Stert Cluster Hode

Cluster Resourcs Group Type: 3 iDevice Resiliency)
Cluster Resourcs Group Status: 20 {(Inacziwvs)
Exit Program Name: *NONE

Exit Program Likrary:
Exit Program Format Name:
User Protile:

Exit Program Data:

Take COver IF Address:

Job Name:
Alliw Applioallon Reslarl: 0 Du nul ablempl Lu rLes
Mumker Of Restarts: o
Cunfligure Takeuver IP Addreso: 0x00 icros)
Previous (RG Status: 570 (8witch Ower FPending
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Text description:
DI Taocr Qucuc Namco: *NONE
DI User Queus Library:
Mumker of Config chject entries: 1
T. ohjerct Name: AMT T CHART S
Configuration Chject Type: 1 (Device descsrintion)
Device Type: 1 {avxiliary storage pool)

Conliguration Chject Online: 1 (Is waried on)

This aso shows how PRTCRGINF with the OPTION (* CFGOBJ) specified can be used to display the device
object configured for any given device CRG. In this example the device CRG CRGDEV manages the device
SWITCHABLE. Thelast lineindicates the device is currently varied on. SWITCHABLE is also the default
UDFS directory name that will need to be used in the Domino server's application CRG data directory path
name.

Either use the Management Central GUI, clustering APIs, or commands to start the device CRG and then
switch to each cluster node specified in its device domain. (If thisisthe first time these interfaces have been
used thiswill be good practice on how to use them.) Asthe device CRG is switched between nodes, the device
controlled by the device CRG should be varied on and the default UDFS directory should be mounted on each
node as it becomes the "current” primary. If thisis anew device CRG and switchable disk storage
configuration the ideais to make sure that IFS files in the UDFS are readable and writable when that deviceis
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varied on for each cluster node in its recovery domain. This should be attempted at least once before the device
CRG and its switchable disk storage has to actually be used by a Domino server to support access to its data
directory. Note the device CRG and all the cluster nodesin its recovery domain might have to be started in
order to test the CRG.

Switching device CRGs with Management Central

Management Central can be used to test the device CRG by switching it to other nodes in its recovery domain.
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This shows the same device CRGs as before. To switch adevice CRG to the next node in its recovery domain,

#
right click on the CRG and select "Switch". The "switch" icon on the menu bar @ can also be used to switch
CRGs. Thisinterface does not show if there are applications that are currently using IFS files that are defined
within the switchable storage managed by the CRG. The device CRG will not be able to be switched if any IFS
filesthat are defined in its storage are in use.

Note The"stop sign" icon ® can be used to end the device CRG or right click on the CRG and select
"Stop". The device associated with a device CRG is not automatically varied off when that device CRG is
stopped.

If a CRG is aready stopped, it can be started again with the start icon B on the menu bar or by right clicking
on the CRG and selecting "Start".

ClusterProven Domino for AS/400 29



£ AS/400 Operations Navigator

Eile Edit Yiew Optionz Help

%ﬁ *i—E | .’ @ | Eal |1 minutes old

I Central System: Tzclpard i Roch: Switchable Hardware

. kM Monitors :I _':EE‘E_ | Gtatus | Node |
_E Endpoint Sypstems g Started T zclpard
B System Groups J @SwmchE Started T zclpar3

E=treme Support
Systems with Partibons
B o Clusters
I;Ih Roch

o MNodes

._':| \% Switchable Hardware

----- Cradew
Switcha

‘@ Switchable Software :_i

— O Ld T oo

0 - - - -L_i-

WM anagement Central tazks

| |1-20fZ objects | s

This shows the same device CRGs as before, CRGDEV has been switched and TSCLPAR4 is now its current
primary cluster node.

Switching device CRGs with Cluster Management commands

An alternate Cluster Management APl and CL command are provided that allow the current primary for a
given CRG to be changed. The CHGCRGPRI command, when given the name of the cluster and device CRG,
can be used to change the current primary node for the device CRG.

The PRTCRGINF command will produce a spoolfile that will show the current state of the device CRG, given
the Cluster and CRG names. The spoolfile output will show the CRG's new current primary node after each
switch has been completed using the CHGCRGPRI command.

Application CRGs (under the Switchable Software icon for Management Central) can be managed in asimilar
manner to device CRGs. Managing a Domino server's application CRG is discussed below.

The Device CRG's Recovery Domain

Once a device CRG has been selected for a Domino server's data directory, an important piece of information
about that device CRG isits recovery domain. When a Domino application CRG is configured using the
CFGDOMCRG command, the name of the device CRG that will manage access to its data directory must be
specified (see the DCRG parm on the description of the CFGDOM CRG command). The recovery domain of
the device CRG will be used as the recovery domain of the Domino server's new application CRG.

Determining the CRG's recovery domain with Management Central
To determine the recovery domain of a device CRG using Management Central, right click on the device CRG
and select "Properties.”
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The properties of the device CRG will be displayed in a new window.
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This shows the "Properties* window for CRGDEYV . Selecting the down arrow on the "Primary node:" field will
show the nodes in its recovery domain. In this example CRGDEV has two cluster nodes, TSCLPAR3 and
TSCLPARY4, inits recovery domain. TSCLPAR3 is the configured primary node and TSCLPARA4 is aback up
node.
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This field shows the configured preferred primary node of the device CRG as the first node listed. Thisis not
the current primary node for the device CRG which could be any node in is recovery domain. If a Domino
application CRG is created with CRGDEV to manage access to its data directory, the application CRG would
have the same recovery domain as CRGDEV.

Determining the CRG's recovery domain with Cluster Management commands

Alternatively the Cluster Management API or the PRTCRGINF command can be used to see the recovery
domain for a CRG. Given acluster and CRG name a spoolfile will be produced that will show the recovery
domain for the CRG.

Note In thissimple example there are only two nodesin the cluster and both nodes appear on the recovery
domain of the device CRG. It is possible that a given cluster could consist of many nodes and any subset of
these nodes could appear in the recovery domains of the CRGs configured for that cluster.

Unused IP Address Defined as Interface for Every Cluster Node

One powerful function provided to an application CRG by cluster management is the support of atakeover IP
address. When the application fails over or is switched over to another node in its device domain, the
clustering support does the automatic | P address take over for the | P address configured as part of the
application CRG. For Domino servers and its Notes clients this means that server's clients will automatically
reconnect to the Domino server when it is started on the new current primary node in the event the application
CRG is switched over or failed over. Domino servers that are going to be configured with an application CRG
need to have their own IP address (see the TCPOPT of CFGDOM SV R command for more information). This
I P address is automatically retrieved from the Domino server's configuration and used to as a parameter when
creating its application CRG.

The IP interface might already be active since it may have been configured to be used by the Domino server
when the server was last started. If active, the IP interface should be ended before the CFGDOMCRG is done
on that Domino server. Use Operations Navigator or ENDTCPIFC command to end the interface.

Note The Domino server should also be ended first when the | P interface is ended.

Normally when an IP addressis defined in a TCP/IP interface for the Domino server it is configured to start
whenever the system was started. When an IP interface is used for an application CRG, even if it was already
being used by a Domino server, it must be set to NOT start when the system is started. If the interface has this
attribute then use Operations Navigator or the CHGTCPIFC command with AUTOSTART to change the
interface to not start (set to *NO) when system is started.

The server's | P address is something that will be used on multiple cluster nodes as the Domino application
CRG fails over or is switched over to these nodes. This same IP interface must be configured on all the nodes
in the cluster wherever the Domino server application CRG could be started, namely the nodesin a CRG's
recovery domain. Thisis also every node in the recovery domain of the device CRG that will contain the
Domino server's data directory. (The recovery domain of the device CRG is used to create the Domino server's
recovery domain when it is created with CFGDOMCRG command.)

Note The cluster nodes that are being supported could possibly be different subnets. This kind of
configuration requires functions such as virtual 1P and "RIP2" capabilities on the subnets routers. Thislevel of
IP function and configuration is not covered in this document.

Application CRG User Profile Configured on Every Cluster Node in the Recovery Domain

Part of the configuration required when the Domino application CRG is created requires a user profile (see
USRPRF parm description on the CFGDOMCRG command description above). This user profile is used by
Cluster Management to submit jobs on each cluster node. These jobs invoke the CRG exit program and pass it
the exit program data configured as part of the application CRG. This profile has to exist on every cluster node
that will support the Domino server's application CRG.

Note QNOTES cannot be used for thisrole in the application CRG's function.

A user profile does not necessarily have to be created just to create and manage the Domino server application
CRG. An existing user profile can be used or there could possibly be a user profile already defined on every
cluster node specifically to be used for CRGs. However the profile must be defined on every cluster node to
have * JOBCTL authority and the ability to switch to QNOTES on each node in the cluster to perform the
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functions of the Domino CRG exit program. Since the exit program will have to create and change some
internal Domino configuration objects this profile will also need * ALLOBJ authority on each node in the
cluster. Operations Navigator can be used to correctly configure and set the attributes for the user profile on all
the systems in the cluster that will bein the Domino server application CRG's recovery domain. Note that the
same user profile could be used for multiple CRGs aslong asit is correctly configured on all the cluster nodes
where it isto be used. This profile also needs to be able to access objects owned by QNOTES. Lastly, this user
profile must have at least * USE authority to the STRDOM SVR and ENDDOM SV R commands on al the
cluster nodes where it is configured.

Specific Permissions Required to the UDFS of the Switchable Disk Device

The user profile used for the application CRG needs to have the authority to read and write files and to create
new directories within the default UDFS for the switchable disk device. (Recall this default UDFS is named
the same as the device and is always mounted to the IFS file system on the system where it is varied on.) The
UDFS directory authorization should be examined with the Operations Navigator GUI or using the WRKAUT
command to view the current directory authorities on the cluster node where the device is currently varied on.

The user profile that is to be configured as part of the Domino server's application CRG should be listed as
one of the user profiles that are authorized to read, write, and add directories. If required, the Operations
Navigator "Permissions” interface or CHGAUT command can be used to add the appropriate user profile to
thislist and/or have this profile's authorities adjusted so that it has the appropriate authority to the UDFS
directory. Note that this must be done from the system that is the current primary for the device CRG. Once
configured for the UDFS on the current primary system, the same permissions will apply to the UDFS
directory on all the systems where the device can be varied on.

While thisis being done, the QNOTES user profile must also be granted the same authorities to the same
UDFS directory. The subsystem jobs that run under the QNOTES user profile will need access to the server's
data directory.

3 Switchable Permissions - Tsclpar3
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This shows the Operations Navigator interface for the permissions to the UDFS Switchable directory.
QNOTES s configured to have appropriate access to the UDFS directory "Switchable". (In this case this
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authority wasn't technically required as (Public) already had all the authorities required to Switchable on this
system.) Operations Navigator can be used to add new profiles as required or adjust the profiles’ authorities.

Work with Authority
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F3=Exit F4=Frompt Fi=Refresh F9=Retrieve
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This shows the screen from the WRKAUT interface for the same UDFS Switchable directory. This interface
can be used to add or adjust the profiles’ authorities.

34 ClusterProven Domino for AS/400



QNOTES UID "Normalized" on all the Cluster Nodes

QNOTES will own alarge number of IFSfiles on the switchable disk device as the entire data directory of the
Domino server will be kept there. The performance of the function that switches the device (and the access to
the IFS file objects owned and accessible by the same user profile on another system) will be much better if the
QNOTES user profile user IDs (UIDs) are "normalized" so that they all have the same UID value on every
node in the cluster. Operations Navigator or the DSPUSRPRF USRPRF(QNOTES) TYPE(*ALL) command
can be used on each node to determine the current UID value for QNOTES.
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I nurmber:
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This shows the QNOTES Capabilities panel under Operations Navigator under the QNOTES Properties. The
UID for QNOTES on this system happens to be 257.

Since QNOTES owns IFS directories on every system where Domino for AS/400 isinstalled, its UID cannot
be changed with the CHGUSRPRF command. Part of clustering support provides a program that will set the
UID of QNOTES to agiven input value. The QNOTES user profile should be set with this provided interface
to have the same UID value on all the cluster nodes. Note that the QNOTES user profile cannot be in use when
its UID is changed (all Domino servers on that system will have to be ended). Also changing the UID means
that every object owned but the QNOTES user profile will be accessed as part of the change. Typically
QNOTES owns quite afew objects especialy if there are anumber of Domino servers configured. Depending
on the number of objects QNOTES owns, changing the UID of the QNOTES user profile could take quite a
long time.

To set the UID for QNOTES user profile call the program QNNHACHGID with 1 parameter, the 4 byte
hexadecimal value of the new UID. For example to change the UID to 1234 (hex 4D2), enter the following
command:

CALL QNOTES/QNNHACHGID PARM(X'000004D2')

The caller of the program must have * ALLOBJ and * SECADM special authorities. The QNOTES USRPRF
can not be active or in use when the program is called (that means all Domino servers on that system have to
be ended).
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If coded in asa CL command, the command source to call the program would look as follows:
CMD PARM KWD (UID) TYPE (*INT4) PROMPT (UID)

The UID of QNOTES will have to be set to the same value on every system in the device CRG's recovery
domain using this method. Once set, the UID will not change unless the QNOTES user profile is deleted and
recreated on some cluster node. If the QNOTES user profile is ever deleted and recreated the UID for the new
QNOTES user profile should again be set to the same value asiit is on the rest of the cluster nodes.

Other Configuration to Check Before Creating a Domino Application CRG

The cluster management function needs to submit batch programs on cluster nodes to allow CRG's exit
program to perform the actions that are part of an application CRG's function. OS/400 Cluster Management
submits these jobs to the QBATCH JOBQ on each system. The jobs will run under the subsystem that has this
JOBQ alocated. Care must be taken to make sure the QBA SE subsystem does not have the QBATCH JOBQ
allocated. OS/400 is shipped with the "QBASE" specified for the QCTLSBSD system value. If QCTLSBSD is
set to "QBASE" it has to be changed or the Domino application CRG will not function correctly.

DSPSYSVAL SYSVAL(QCTLSBSD) command can be used to display its current value. If QCTLSBSD is set
to "QBASE" one possihility isto change thisvalue to "QCTL" asthat will work correctly. The QCTLSBSD
system value should be checked on every cluster node and changed if required.

Note that changing the QCTL SBSD value only has an effect the next time the system is IPL'ed. An aternative
adjustment is to change the job queue entry for QBA SE using the following command:

CHGJOBQE SBSD (QBASE) JOBQ (QBATCH) MAXACT (*NOMAX)

As shipped the JOBQ QBATCH would only allow one job to be active at atime and clustering cannot support
device CRGs and the Domino server application CRG if thisis not changed to *NOMAX.

Creating a Domino Application CRG

Doing the prerequisite checks described above should make the creation of a Domino server application CRG
less problematic.

At this point we should have made sure of the following:

* Thedevice CRG can be switched to every nodein its recovery domain and accessing it on that domain, we
know the cluster nodes in the device CRGs recovery domain are working. We also know the Domino
server's data directory should be accessible when its CRG is switched between these nodes since they will
be the nodes in the new application CRG's recovery domain.

* |Pinterface configuration has been done on al the device CRG's cluster nodes (and that |P addressis
configured for the Domino server that is to be used to create the application CRG.

* User profile that will be configured with the application CRG is correctly configured on each of the device
CRG's cluster nodes.

* Accessto the UDFS directory has been given to the user profile that will be configured to the application
CRG and to QNOTES.

* QNOTES UID has been "normalized" to the same integer value on each of the device CRG's cluster
nodes.

* QCTLSBSD isset to an appropriate value for each of the device CRG's cluster nodes.
Having done all this, the series of stepsto create a Domino server application CRG are as follows:

1. A new Domino server is created with its data directory created within the default UDFS of a switchable
disk device managed by adevice CRG. If an existing server isto be used, its data directory hasto be
copied to the UDFS and the server directory name "path" adjusted to reference its data directory on the
UDFS.

2. The server should be started to make sure the data directory is accessible using the configured path. Server
applications should be tested if thisis a new server.

3. Theserver hasto be ended and its | P interface ended.

36 ClusterProven Domino for AS/400



4. Createthe server's application CRG with the command CFGDOMCRG.

Start the server and switch it over to every nodein its application CRG's recovery domain. (Also must
switch over its device CRG while thisis done.) Thiswill configure a"copy" of that Domino server on all
the cluster nodes listed in the recovery domain.

Note Thereare some functional restrictions for Domino servers that are configured by an application CRG.
Also if the server has not been backed up and its data directory saved, this should be done before configuring
the server as part of an application CRG. "Stand alone" operations (such as a scheduled back up of the server's
data directory with BRMS) should not be attempted while the server's application CRG is being created.

There is no Operations Navigator Management Central means to create the Domino server application CRG.
The CFGDOMCRG command provided must be used. There are some error conditions tested by the CPP of
the CFGDOM CRG command (see below) before a Domino server will be configured as part of an application
CRG.

Creating an application CRG for a Domino server means that the Domino server's OS/400 definition will
automatically be copied to every cluster node in the application CRG's recovery domain. The new application
CRG's recovery domain is copied from the recovery domain of the device CRG specified to manage the
server's data directory access on these hodes. The recovery domain of the device CRG can be determined using
the methods described previoudly.

Before using the CFGDOM CRG command to create each new Domino server application CRG, one last series
of checks should be made to determine if:

* Thedevice CRG specified must be started in the cluster and the current primary node set to the cluster
node where the Domino server is configured. Thiswill also be the system where the CFGDOMCRG
command must be issued. The instructions above show how to use Management Central or the Cluster
Management commands to find, start, and switch device CRGsif this device CRG is not active against the
Domino server's cluster node.

* All the cluster nodes in this device CRG's application domain are active. Use Management Central or the
STRCLUNOD clustering commands to start any node not active.

* Thereisnot an existing Domino server with this same name on any of the other cluster nodes. (The
Domino server is about to be configured on all the systems in the device CRG's recovery domain as part of
creating its application CRG.)

Once these conditions are verified, the next step to creating a Domino server application CRG isto get its data
directory configured in the default UDFS defined by the device CRG. Since we've verified that the device
CRG is started and the current primary is set to Domino server's node above, once the device that this CRG
representsis varied on, the UDFS should be mounted and accessible in the IFS file system.

Getting a Domino server's data directory in the UDFS directory is simple when creating a new Domino server.
When the CFGDOM SVR command or Operations Navigator interface is used to create the Domino server,
include the UDFS in the path name specified for its new data directory (seethe DTADIR parameter on the
CFGDOMCRG command for more information). CFGDOM SV R creates the new server's data directory using
this path name.

The device and default UDFS always have the same name. In this example they're called "SWITCHABLE".
Thisis also the directory name used in the path name for the data directory when the Domino server was
created. CFGDOMSVR creates the Domino server's data directory in the storage managed by the device CRG.
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This shows an Operations Navigator view of the UDFS "Switchable". The device associated with the device
CRG, called CRGDEV, is active and primary on this system. When the device Switchableis varied on, the
default UDFS is mounted within the Integrated File System under the Root directory for that system. In this
case, while "SWITCHABLE" was mounted, the Domino server was created with the new server's data
directory path specified (DTADIR parm on the CFGDOMSVR command) as

"/Switchable/DominoData/l aspTester”. The contents of the data directory for this server can be seenin the
SWITCHABLE UDFS directory in the right side of the panel.
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This shows an Operations Navigator view of the notes.ini file under the Properties as configured for the
Domino server laspTester when it was configured. The highlighted directory path in the .ini includes the UDFS
directory "Switchable".

Work with Domino Servers
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The WRKDOMSVR command F11 key will show the data directory path for a server as configured to that
system. In this case the server IASPTESTER has a path that includes the UDFS directory Switchable.
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Moving the Data Directory for an Existing Domino Server

It may not be possible to create a Domino server so that its data directory isin the default UDFS file system.
An existing server will need to move its data directory so that the directory access is managed with adevice
CRG. To do this, the server's entire data directory has to be copied on to the device CRG and the new data
directory path name has to be configured for the Domino server. This section describes how to do this
correctly.

Caution Before proceeding with the following instructions, the existing server's data directory and system
configuration should be backed up. The Domino server should not be active and no "stand alone" Domino
functions should be run against the server while this procedure is being followed.

The major stepsinvolved are as follows:

1. Make surethe device CRG is started and that it is switched so that its current primary is the node where
the data directory is to be copied.

2. Copy the existing Domino server's data directory to the device CRG's |ASP managed device. This hasto
be within the default UDFS directory for that device. In this example the UDFS nameis " Switchable". The
Domino server's data directory name is /DominoData/l asptester .

The copy command for thisexampleis:

CPY OBJ('/DominoData/IaspTester/*') SYMLNK (*YES)
TODIR('/Switchable/DominoData/Iasptester/') SUBTREE (*ALL) OWNER (*KEEP)

Note SYMLNK(*YES), SUBTREE(*ALL), and OWNER(* KEEP) must be specified on the copy as al
the symbolic links and sub directories are to be copied. The owner of all the data directory objects must
remain as QNOTES in the copy.

3. Change the server'sinternal OS/400 configuration path names to reference the copied data directory on the
device.

To change the data directory of the server, laspTester, to /Switchable/DominoDatall asptester, call the
program QNOTES/QNNHACHIR asfollows:

CALL QNOTES/QNNHACHDIR PARM (IaspTester '/Switchable/DominoData/Iasptester')

*ALLOBJ authority is needed by the caller of the program. Calling this program will result in changing
where the Domino administration commands find the servers data directory. It will not change where the
Domino server itself finds the data directory. Thiswill require modifying the notes.ini, located in the new
data directory, and changing every reference to the old data directory path name to the new data directory
path name in the notes.ini.

To verify that the program call changed the data directory, use the WRKDOMSVR command. Use
function key PF11 to view the data directory of the servers. Verify that the directory displayed isthe new
directory name entered on the program call to QNOTES/QNNHACHDIR.

4. Change the server's notes.ini references to any data directory object to use the new configuration path
name. Change EVERY reference to any object with a path name "/DominoData/| asptester” to have the
path name " /Switchable/DominoData/l asptester” in this example. Thereisa"Directory=" line and also at
least two other .ini referencesto .id files that have complete path names that have to be updated: look for
"KeyFilename=" and "Certifierl Dfile=" as they have to be changed. There could be more directory path
name references depending on what is configured in the .ini for the server.

5. Start up the Domino server to verify that it can start and use the copied data directory and the path names
to that directory have been correctly revised.

6. <Optionally> Remove the original copy of the server's data directory.
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Using the CFGDOMSVR Command

When the Domino server's data directory is located in the UDFS directory and the device CRG hasits current
primary set to the node where the Domino server has been created, the server's application CRG can be
created. The CFGDOMCRG command has to be used on the system where the Domino server has been
created.

The command is used as follows:

CFGDOMCRG CRG (<name of CRG to create>)

SERVER (<your server name>) USRPRF (<User profile to submit CRG exit job>)
DCRG (<device CRG that has SERVER's data directory configured>)

TEXT (< (Optional) 50 character description of application CRG.>)
(Also see description of CFGDOMCRG command and its parameters above.)

The CRG name specified cannot be the name of an existing CRG for the cluster. The CRG can have the same
name as the Domino server it configures but can only be 10 characters long and will be uppercased when the
CRG is created.

The SERVER has to be a Domino server and configured on the system where the command is run.

The USRPRF has to exist on the system where the command is run as well as every system in the device
CRG's device domain.

The device CRG specified by DCRG has to be active and primary on the system where the command is run.
This device CRG will be checked to make sure the data directory of the SERVER is located there. If it is, the
device CRG's recovery domain is copied and used to set the recovery domain for the application CRG about to
be created.

The CFGDOMCRG command will call the command's CPP to internally build the parameters required to
create the application CRG. The command program calls the OS/400 Cluster M anagement
QcstCreateClusterResourceGroup system API to create the CRG. The command processing program then
waits on an internal message queue where this Cluster Management APl will return a message that the
application CRG was either created or failed to create. The CPP will not return to the caller of the
CFGDOMCRG command until a message from Cluster Management is posted to the internal message queue.
(For more information on the QcstCreateClusterResourceGroup system APl see the reference for OS/400
Cluster Management).

What Happens While the Application CRG is Being Created

The CFGDOMCRG command passes the CRG user profile name and the Domino application CRG exit
program name, QNOTES/QNNHACRG as parameter values when it invokes the
QcstCreateClusterResourceGroup system API. It also sets some CRG exit program data that includes the
SERVER name and the DCRG name. Calling the QcstCreateClusterResourceGroup system API activates the
0S/400 Cluster Management function that startsto create the application CRG on al the cluster nodes.
Providing that the application CRG can be created, Cluster Management will submit a batch job under the
CRG user profile that will call the Domino CRG exit program on every node in the recovery domain of the
application CRG being created. This Domino exit program will be passed the exit program data that contains
the SERVER and the device CRG names. This batch job is only submitted by cluster management on nodes
that are part of the new application CRG's recovery domain. This is true even though the application CRG
object is actually created on all the nodesin the cluster, not just those nodes in the recovery domain. These
batch jobs run asynchronously. How fast they are submitted and executed on the individual cluster nodes
depends entirely on the current conditions of each cluster node.

The Domino exit program will make sure that there is no server currently configured on its node with the
SERVER name and if there is none, creates some internal configuration that will "reserve" the SERVER's
name on each node. The exit does NOT create the Domino server on its cluster node at thistime. Thereis
configuration information about the server (data directory name, subsystem name, etc.) that is not known to
every nodein that cluster.

ClusterProven Domino for AS/400 41



If the creation of the new application CRG fails on any cluster node in its recovery domain for any reason (i,e.
Cluster Management has an error like the CRG user profile was not found or the Domino server exit fails if
there is already a server with the same name configured on that node) the creation of the CRG fails entirely on
all the nodes in the cluster. Any configuration information about the Domino server that might have been made
by the Domino exit program are removed from al the cluster nodes in the recovery domain.

The one node in the cluster that does know all the information required to create a Domino server is the node
where the CFGDOMCRG command was run. The Domino server had to exist on that node when the
CFGDOMCRG command was invoked. When the Domino CRG exit job runs on that specific cluster node, it
gets the information about the Domino server configured and creates an object in a directory called
DOMINOCRG that is under the default UDFS directory.
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This shows an Operations Navigator view of the DOMINOCRG directory under the Switchable UDFS. The
Domino application CRG exit program has created afile called IASPTESTER (named after the application

CRG being created). Thisfile contains the information about how to configure a copy of the Domino server
that will eventually be configured on all the nodes in the application CRG's recovery domain.
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Create the application CRG

The following examples show information about a Domino server application CRG that was created with the
following command:

CFGDOMCRG
In this use, CFGDOMCRG specified that the application CRG "IASPTESTER" was to be created for Domino

SERVER "lasptester". (They don't need to be the same name.) The user profile this application CRG exits will
runonis"HAROLD". The device CRG (DCRG) that controls the access to server "lasptester's’ data directory

iscaled "CRGDEV".
B Config Domino application CRG [CFGDOMCRG)
File Edit ¥iew Help
Ciomino application CRG name: CRIG W Mame
Dioming server name: SERVER ipl-szl-éptester Character value
Domino app. CRG user profile: LSEFPRF lHPxROLD Mame
Data directory device CRIG name: DCRG !CRGDEV Marme
Text description; TEKT ]*NDNE Charactervalue
8] 8 | cancel | Help ?

Verifying the application CRG was created correctly

When the CFGDOMCRG command returns it will indicate if the Domino server's application CRG was
created correctly. Note that the actual creation of the CRG and the Domino CRG exit program happens
asynchronously on the nodes in the cluster. The CPP will not return to the caller of the CFGDOMCRG
command until some indication has been returned from Cluster Management that the CRG failed to create on
at least one node or successfully created on all the nodes. The CPP for the CFGDOMCRG command waits for
amessage on an internal message queue signalled to that queue from the OS/400 Cluster Management
function. The message will indicate if the CRG was successfully created on all the cluster nodes. When the
CPP gets that message it will return to the caller. A message, CPCBBO1 (Cluster Resource Services API
QcstCreateClusterResourceGroup completed in the job log will indicate that the
QcstCreateClusterResourceGroup API completed. A return code in this message indicates if the application
CRG was successfully created.
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Determining information about an application CRG using Management Central
To see information about a Domino server's application CRG the Operations Navigator Management Central
interface can be used. This interface can be used to manage the application CRG (see documentation below).
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This shows the same "Roch" cluster example as before after selecting " Switchable Software" icon. Application
CRGs defined for the cluster, including those associated with Domino servers, will appear in the list on the
right hand side of the panel. The application CRG in this example is called lasptester. (It just happens to be the
same name as the Domino server it configures.) It is currently stopped. The current primary node is Tsclpar4.
The "stopped" state means the CRG is not active in the cluster. Successfully creating a CRG does not
automatically start the CRG. It has to be started as a separate step. Application CRGs can be managed using
thisinterface in asimilar manner to how device CRGs are managed. More information about an application
CRG can be displayed by right clicking on the name and then selecting " Properties’.
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€3 AS7400 Operations Navigator
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This shows the "Properties* window for the application CRG IASPTESTER. Note that the takeover | P address
taken from the Domino server's configuration is shown here. The "Exit Program™ tab will show information
about the configured exit program and exit program data. The exit program data will have the Domino server's
name in the front of the data field and the device CRG that controls access to that server's data directory at the
end of the datafield.

Caution Do not change any of the exit program information using this interface. 1t would likely disable the
application CRG so that it can no longer be used.

Determining information about an application CRG using 0S/400 Cluster Management CL
commands

The PRTCRG command can be used to find out information on all CRGs known to the cluster given the
cluster's name. All the configured CRGs, including application CRGs, will appear in a spoolfile generated by
this command. PRTCRGINF can be used to display specific information about the application CRG. This
command will generate a spoolfile with the specific CRG's cluster configuration information.
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Thisisinformation about the Domino server application CRG IASPTESTER that was printed with the
PRTCRGINF command. It shows the exit program name that was set in the CFGDOMCRG CPP
(QNOTES/QNNHACRG), the user profile associated with the CRG (HAROLD), the takeover | P address that
was taken directly from the Domino server configuration, and the recovery domain that was set directly from
the recovery domain of the device CRG called CRGDEV.

Note The Domino server's name will aways appear in the Exit Program Data field.

In this case the Domino server'snameis"laspTester". Not shown on this cut out segment of the spoolfileis
that the device CRG's name that controls access to that Domino server's data directory will also appear at the
end of the Exit Program Datafield. In this example the "Text description:” field for the CRG has not been set
but that description could be set using the TEXT parm on the CFGDOMCRG or CHGDOMCRG commands.

Once an application CRG has been configured for a Domino server, the server should not be removed using

the Operations Navigator interface or the CFGDOMSVR OPTION(*REMOVE) CL command on any of the
cluster nodes where that server is configured. The Domino server's application CRG has to be removed first.
(See the section on Deleting a Domino Server's Application CRG.)

The Configured Primary of the New Application CRG vs. the Current Primary of the Device

CRG

Even though the Domino Server's new application CRG was created with the exact same recovery domain as
that of the device CRG that manages its data directory, there can still be a mismatch as to where the Domino
application CRG will initially be started. The reason is that the current primary node of the device CRG is not
necessarily the preferred (configured) primary. For any CRG there isthe configured, preferred primary node.
The Domino server's application CRG copies the recovery domain of the device CRG so it will start the very
first time on the device CRG's preferred primary node. That node will then be the first current primary for the
Domino server's application CRG. The device CRG had to be active on the node where the CFGDOMCRG
command was run but it might not be currently active on its configured preferred primary node.

This concept that an application CRG can have a current primary node (and be trying to start a Domino server
on that node) that is not the same current primary node of the device CRG that manages accessto its data
directory, is an important one to understand as it will eventually be encountered when managing Domino
application CRGs within a cluster. The current primary node of adevice CRG is controlled independently of
the current primary of application CRG that might depend on that device CRG. The device CRG could have a
different current primary node. The Domino application server CRG exit will still attempt to start on its new
current primary but will not be able to STRDOMSVR since it cannot access the server's data directory from
that node. Once the device CRG primary is also active and primary on that same node then the Domino exit
program can attempt the STRDOM SV R command to start the Domino server. The Domino application CRG
exit program detects and handles this situation.

To better explain this concept of "independent” primary nodes consider that this situation happens for a
moment every time a Domino application CRG is switched to a new current primary. An active Domino server
that isusing IFSfiles defined in an |ASP prevents that | ASP device from being varied off on a system. That
means that if a Domino server is started and using its data directory, the device CRG that controls access to
that data directory cannot be switched to a new current primary node. The Domino server application CRG
(and any other application that references any IFS files) has to be switched first so that server will stop using
IFS files on the switchable device. Otherwise the device cannot be varied off and the device CRG cannot be
switched.

To get out of this dilemma the Domino server's application CRG is switched first. This means the server is
ended (ENDDOMSVR) on its current primary and then will be restarted on its new primary node. Asthisis
happening with the Domino application CRG, there will almost always be some further delay in switching the
device CRG the server depends on to the same new primary node. While the deviceis in the process of
switching over however the Domino application CRG has already been started in that node and the Domino
CRG exit program has to handle this situation. The Domino CRG exit cannot do the STRDOMSVR (it would
fail to start without access to its data directory). This situation eventually should resolve itself - the device
CRG is eventually switched over to the same cluster node and the device varied on to that node. Once that
happens the Domino server can be started on that node. Sometime this resolution might be delayed for afew
seconds but could be much longer depending on how long it takesto first vary off the device, then switch it
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over and then vary on the device associated with the device CRG on the new node. Only when that has
happened will the server's data directory be available and only then can the Domino CRG exit STRDOMSVR
to get the Domino server started. (More on this situation is documented in the "Managing a Domino
Application CRG" section below.)

A similar situation might occur if a Domino server's application CRG is started and the device CRG that it
depends on is not started at all. Note that ending the device CRG does not automatically vary off the switched
storage device it controls. It is possible the device CRG is not active at al in the cluster but the Domino server
application CRG is active and can access its data directory on its current primary. A switch over of the server's
CRG in this case would result in the Domino server having a new current primary node but it could not access
its data directory on that new node. The device CRG was not active at all. CRGs cannot be switched over (and
be assigned anew primary) if not active. The device CRG has to be started eventually and then it would be
possible to change its current primary node to have the same current primary as the Domino application CRG.

Managing the relative current primary nodes of Domino application CRGs and the device CRGs on which they
depend isaskill that operators that support a cluster with Domino application CRGs must develop. The
Domino application CRG exit program QNOTES/QNNHACRG is built to attempt to help handle the situations
where a Domino application CRG is active and primary on a cluster node where the device CRG on which it
dependsis not. How this can be doneis explained below in the "Managing a Domino Application CRG"
section below.

How does the application CRG's Domino server get configured on the other nodes in its
recovery domain?

The same Domino server has to be automatically configured on every node in the application CRG's recovery
domain. Thereis not enough information about the Domino server that is known to create the servers at the
time the CRG is created on the other cluster nodes. In addition, since the create of the CRG is asynchronous, it
is possible for the create of the CRG to succeed on some nodes and not on other nodes. If the create fails on
any node then anything that might have been added to the other nodes in the recovery domain due to the create
CRG process would have to be removed. Since the Domino server isn't fully configured until the CRG is
started, the server's configuration doesn't have to be removed should the CRG fail to create.

The Domino server is completely configured on each cluster node in the recovery domain as the application
CRG is started for the first time on that cluster node. Thereis some internal information that is kept when the
application CRG isfirst created on that node, but when the application CRG is started as a primary node, the
device CRG aso becomes primary on the same node. This allows the Domino exit program access to
information about the Domino server associated with the new server that is stored in the directory in the default
UDFS for the device to become available to the exit program. With this additional information accessible, the
exit program can completely configure the Domino server on that node prior to the exit starting up the server
(STRDOMSVR) for thefirst time. Until the exit program successfully starts the application CRG for the first
time the Domino server will not be visible from the Operations Navigator interface that shows the configured
Domino server on that node or using the WRKDOMSVR interface.

When adomino server is configured on the other cluster nodes, it is given a subsystem name to be used for the
server's jobs when the server is started on the node. The same subsystem name configured for the server on the
original node (when it was configured with CFGDOM SV R) will be used on the other cluster nodes. Thereisa
possibility however there is already a subsystem with that same name already defined on the cluster node at the
time the server is being created (the first timeit is started up on that node). If that happens, a default subsystem
name will be used (i.e. a subsystem name like "DOMINONN" where nn is a number between 01 and 99) to
configure the Domino server's subsystem on that node. The copies of the Domino server might not all end up
with the same subsystem name on every node in the recovery domain where the server gets configured.

Trouble Shooting Domino Server Application CRG Creation

Some of the recommended checking that should be done up front will reduce the chance of something going
wrong when a Domino server's application CRG is created. The most crucial pre-checks are to make sure the
device CRG has the Domino server's data directory on it, that the device CRG is active, that the cluster nodes
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in the device CRG's recovery domain are all active in the cluster, and the device CRG's current primary node is
set to the cluster node where the CFGDOMCRG command was run.

Errorsthat are likely to occur when a Domino server's application CRG is created are divisible into two major
categories. Diagnosing and recovering from the two categories of error is different. The first step is to attempt
to figure out which category of error has occurred. There should be an error message that followed the
CFGDOMCRG command.

If this error message is an LNT 1210 escape message, then the error has something to do with the checks made
by the CFGDOMCRG CPP program. This message should have a return code that should help determine why
the CPP would not create the CRG.

The program has to access information about the Domino server that was passed in with the SERVER
parameter so the first thing it doesisto find the server's configuration on that system. If the Domino server
specified by the SERVER parm is not found on that system the LNT1210 error code will indicate the server
wasn't found.

It makes sure SERVER is a Domino server (not HTTP, Quickplace, Sametime, or other server type)

It makes sure SERVER is not already defined as part of an application CRG. The application CRG could be
deleted and then anew CRG created.

It attempts to find the configured 1P address or the server so that the address can be used to create the
application CRG. It is possible that the server wasn't configured with a specific IP address and the server must
be changed (can use CHGDOM SVR command) before it can be managed as part of an application CRG.

It makes sure the server isa'"norma” Domino server and it attempts to locate the server's data directory in the
UDFS directory of the device that is managed by the device DCRG. There could be multiple reasons why this
might not work. The UDFS directory should be examined to make sure the data directory for the server is
there. The path configured for that Domino server should be the path on the UDFS where this directory is
located (use WRKDOM SVR function key PF11 to see the configured directory name for that server.)

The device CRG has to be started and should be active and primary on the node. Use the Management Central
GUI or the cluster management STRCRG and CHGCRGPRI commandsto start and switch the current primary
node for the device CRG.

If the error message is an LNT0998 escape message then the error fallsinto a different category of
configuration failure. All the above information was checked by the CPP and was found to be correct. It is
likely the problem instead has something to do with the execution of the QcstCreateClusterResourceGroup
Cluster Management API. The CPP builds the parameters for this command and callsthis APl in an attempt to
create the application CRG. There should be an error message (or multiple error messages) in thejob log
ahead of the LNT0998. This message will help diagnose the problem and suggest a recovery action but it
might not be obvious what iswrong. Creating a CRG in a cluster is an asynchronous process that takes place
on al the active cluster nodes. The Cluster Management documentation regarding creating application CRGs
with the QcstCreateClusterResourceGroup Cluster Management API might be helpful in determining why the
CRG failed to create. If the creation fails on any of the nodesin the cluster the CRG will not be created. There
could be problems with the ability to create the CRG. For example there might already be a CRG with the
same name defined in the cluster or the user profile specified by the USRPRF parameter was not found on at
least one cluster node. Another possibility isthat the Domino exit program found a Domino server with the
same name aready configured on at least one cluster node.

Managing a Domino Application CRG

Domino application CRGs and the device CRGs they are associated with can be started, stopped, and switched
with the cluster management GUI (using AS/400 Operations Navigator Management Central), the system APIs
that are supported by OS/400 cluster management, or by the QUSRTOOL shipped OS/400 Cluster
Management CL commands. Specific commands STRDOMCRG, ENDDOMCRG, and CHGDOMPRI are
also provided as part of Domino for AS/400 to manage Domino application CRGs using a Domino server
name. The Domino application CRG can be started, ended, or have its primary node switched from any node in
its recovery domain. These commands can be used on any cluster node that is in the application CRG's
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recovery domain. The node on which the command is used does not have to be the server application CRG's
current primary node. The command interface is designed so that even if the Domino server's CRG name and
the device CRG name it depends on are not immediately known, its application CRG and/or the device CRG
used to manage access to its data directory can be started, ended, or switched from any of the nodesin the
CRG's recovery domain. In this example the STRDOMCRG command could be used to start the
IASPTESTER application CRG from either node in the cluster ROCH.

Note This section contains some documentation on managing device CRGs. When using any interface to
manage device CRGs the operator has to consider that other applications or users might also currently be
accessing or depend on access to files stored on the switchable storage managed by a device CRG. If the files
are currently in use, the device CRG cannot be switched. If the device CRG is switched to another cluster node
then it is possible that an application on some specific cluster node could later fail if it depended on accessto
the IFS files and that accessis no longer available.

A Domino server that is configured as part of an application CRG cannot be started on a cluster node unless
the application CRG itself has been successfully started. Servers that are configured as part of an application
CRG areiin a"Stopped" status when viewed with Operations Navigator.
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This shows the same condition but WRKDOM SV R option 1=Start server was used to start a server in a
*STANDBY state. The same error, LNT0920, is reported with "Error 9".

When starting, the Domino application CRG exit program will always determine if the device CRG that its
server depends on to access its data directory is primary on the same node as the Domino server's application
CRG. The exit also makes sure that the device associated with that device CRG is varied on. The Domino
application CRG exit will always automatically start the Domino server once it has verified these conditions
have been met. Once a Domino server application CRG is started, the server can be started and ended using the
STRDOMSVR and ENDDOM SV R commands or the Operations Navigator interface in the same way as any
other Domino server on that system. The server will transition between * STARTED and *ENDED states as
would any other Domino server when it is started and ended while its application CRG is active and the current
primary node is the system where the server is being managed.

The difference between using STRDOMCRG (or Management Central or STRCRG) and STRDOMSVR in
thisregard isthat STRDOMCRG starts the CRG associated with a Domino server first and then attemptsto
start the Domino server. The server will attempt to start only on the application CRG's current primary cluster
node. STRDOMSVR (or Operations Navigator "Domino" server interface) will just try to start the Domino
server on the node where the command (or Operations Navigator "Domino" server interface) isissued. In the
case of STRDOMSVR, it will only be ableto start a server if the server isnot in a*STANDBY state on the
node where the command is issued.

The difference between using ENDDOMCRG (or Management Central or ENDCRG) and ENDDOMSVR in
thisregard isthat ENDDOMCRG ends the server associated with the CRG first (just like ENDDOMSVR) and
then ends the application CRG for the cluster. The server will be ended only if it had been started on the
application CRG's current primary cluster node. ENDDOMSVR (or Operations Navigator "Domino" server
interface) will just try to end the Domino server on the node where the command (or Operations Navigator
"Domino" server interface) isissued. The application CRG will remain active in the cluster even when the
server is ended with ENDDOM SVR. Ending the server on the current primary node will put the server in an
*ENDED state. Also, if aDomino server was to fail and it was set to restart automatically, it would always
restart on the same cluster node.

When a Domino server's application CRG is switched to another node using Management Central (or the
CHGCRGPRI or CHGDOMPRI commands) the Domino server will aways end on the cluster node whereit is
currently primary first (if the server is currently started on that node). Only when the Domino server has
completely ended will the CRG switch over to the new current primary cluster node. At that time, the Domino
server will attempt to start on the new primary node.

When the application CRG for a Domino server is ended or switched to another node, the server will also be
ended and will be put ina*STANDBY state. Serversthat arein a* STANDBY state cannot be started. It is
also possible that a server in a*STANDBY state could be started at anytime if its application CRG is started

or switched to the node where the server isin a* STANDBY state. Domino "stand alone” functions might work
on a*STANDBY state server but there is no guarantee that the server's data directory will be able to be
accessed from the same system where the server isaready in *STANDBY state. Access to anything in the
server's data directory would depend on the device CRG that managed the access to the device where the data
directory was kept. A device CRG could be started and its device varied on for a node where the Domino
server application CRG is not a current primary or where the Domino application CRG is not started at all.

Starting the Application CRG

To start a Domino server's application CRG the Management Central interface can be used. Note that when
starting the application CRG for a server, the device CRG that server needs to be started and current primary
system of the device CRG needs to match the current primary for the application CRG being started.
Operators should check to see that the cluster node in the CRG's recovery Domains themselves have been
started and that clustering is active on those cluster nodes. The device CRG should also be started and
operators should make sure that current primary of the device CRG is the same as the Domino server
application CRG's current primary. (More on this situation and how to resolve it is in the next part of this
section.)
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Using Operations Navigator Management Central to Manage an Application CRG

Once a Domino server's application CRG has been created it can be started using the Operations Navigator
Management Central interface in the similar way that device CRG are able to be started. Domino application
CRGs will be found under the "Switchable Software" icon instead. (Device CRGs are found under the
"Switchable Hardware" icon.)

¥ AS 7400 Dperations Navigator

Eile Edit Miew Optiohe Help

%hi b@ﬂ%’ 7~ iEIminutesu:uId
| Central System; Tzclpard i Roch: Switchable Software
EI@ Management Central [Tzclpar3) = | | Mame | Clatuz | MHode |
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I}._g Endpaint Syztems
- System Groups

-4 Ewstreme Support
Systems with Partitions

=B Clusters
Eh Roch
E‘EH:' Modes
E' Switchable Hardware
R = itchable Software
=B My Connections L‘

M:EManagement Central tazhks

..

| [1-10f1 objects | v

This shows the result of selecting the Switchable Software icon. In this example, IASPTESTER isthe only
application CRG. It was started and its current primary node is the cluster node TSCLPARA4. Note that thereis
no information except the CRG name that signifies this application CRG is associated with a Domino server,
and if it is, which Domino server. If the CRG isn't recognizable by just its name, right clicking on the CRG
name and selecting the " Properties” function will show some additional information about the application
CRG, including its text description. Also looking at the exit program data of the properties of the CRG could
help as if the CRG is associated with a Domino server, that server's nameisin the first part of the CRG's exit
data

Note Application CRGs can be started, stopped, and switched using the Management Central functions or
icons in the same manner as was described for device CRGs above.

Using the Cluster Management CL Commands

Alternatively, the Cluster Management CL commands (or the APIs) can be used to start, end, or switch a
Domino application CRG. Given the cluster name and the CRG name, the STRCRG will start an application
CRG on the active cluster nodesiif not already started. ENDCRG will end an application CRG if not already
ended. CHGCRGPRI can be used to change the primary node of a CRG to become primary on the next
configured node in its recovery Domain.
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Using the Domino CL Commands

Another alternative is the Domino provided interfaces to start, end, or switch a Domino server's application
and/or the device CRG that manages access to its data directory. The three commands are STRDOMCRG,
ENDDOMCRG, and CHGDOMPRI. These commands CPPs build and invoke the Cluster Management APIs
to do their function of managing CRGs. The difference is that they work off the Domino server's name. Instead
of specifying the cluster and CRG names, the command parm is the name of the server that should be
configured to be part of an application CRG. The CPPsfor al these commands first find the configuration for
the Domino server specified and then use internal configuration about that server to find the application CRG
name and the device CRG name associated with that Domino server.

When Does the Domino Server Actualy Start?

Normally by just starting a Domino application CRG or switching it over to another cluster node the Domino
server associated with that CRG on the primary node will be started automatically. The configured Domino
CRG exit program determinesif it is being run on the node that is configured as the current primary for the
server's application CRG. If it isthen the exit will eventually do a STRDOMSVR for the server on that cluster
node. If all the conditions are met, especially that the server's data directory can be accessed from that node the
exit does the STRDOMSVR (server will transition to the "*STARTING" state and eventually will bein the
*STARTED dtate).

i Job Log - TSCLPAR3
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! tems 1-7 of 9

This shows the job log of the exit program's job. In this case, the job log shows that a Domino application
CRG exit program has started a Domino server called IASPTESTER (message LNT0925 in the job log). Note
the exit program job for an application CRG is always named after the CRG (in this case the IASPTESTER
application CRG). The exit program will have been submitted to run as a batch job under the QBATCH
subsystem by the Cluster Management function as aresult of the "start" of the application CRG. In this case
the application CRG was started on the TSCLPAR3 cluster node as it happened to be the current primary node
for the application CRG at that moment. The exit program is submitted to run under the user profile, "Harold"
that was configured with the application CRG (see the USRPRF on the CFGDOMCRG or CHGDOMCRG
commands). In this example, the application CRG name and the Domino server name it is associated with
happen to have the same name. They are not required to have the same name.

What Happens When the Domino Server Cannot Access its Directory on CRG Start Up?

The Domino CRG exit program will always make sure the device CRG that manages access to the Domino
server is set to the same current primary node as where the exit is attempting to start the Domino server. There
isno reason to actualy start a Domino server on that node if its data directory is not also accessible to that
node. A Domino server's application CRGs can be independently managed from the device CRG on which it
depends. The situation of current primary "mismatch" was described above as the state where the Domino
server's application CRG is active and primary on a different cluster node than its device CRG (or the device
CRG might not be active at all). In this case the application CRG is actually "started" on its current primary
cluster node as far as Cluster Management is aware. The exit cannot start the server however. This section
explains this situation and how to resolveit.
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In this example the CRG device CRGDEY is not started. If it was to be started, its current primary node would
be TSCLPARS.
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This shows the application CRG IASPTESTER as Started. Its current primary nodeis TSCLPAR4. This server
depends on the device CRG CRGDEV to be active and is attempting to verify that the current primary node of
the device CRG is the same as the current primary node for the application CRG. Only then will the server's
data directory be accessible and the Domino server started on that node by the Domino application exit
program. (Until that happens the server will remainin a* STANDBY state even though the application CRG
showsthat it is"Started" on TSCLPARA4.)

Thisisan illustration of the possible "mismatch" of current primary states that was discussed above. In this
case the device CRG hasn't even been started. Theideais for the operator to resolve this situation in order to
get the Domino server started. In this example there are two possible approaches the operator can take;

1. The Domino application CRG can be switched over to be the same primary node (TSCLPARS3) as the
device CRG on which it depends. (The device CRG would also have to be started in this case.) Once the
application CRG is switched and the device CRG on which it depends has started (and its device varies
on), the application CRG exit program will detect that the device is available on TSCLPAR3 and start the
Domino server managed by application CRG IASPTESTER on that node.

2. Thedevice CRG CRGDEV can be started (on node TSCLPAR3) and then it can be switched over to
TSCLPARA4. The Domino application CRG exit program will detect that the device is available on
TSCLPAR4 and start the Domino server managed by application CRG IASPTESTER on that node.

Either approach to resolving the mismatched primary states of the two CRGs ends up with a Domino server
started and the current primary nodes of the server's application CRG and device CRG "matched" to the same
cluster node. The difference of course is that in one case the resolution was to make the current primary for
both nodes TSCLPAR3 (1) and in the other case TSCLPAR4 (2). Which method of resolving the mismatched
primariesis more correct depends on which cluster node the operator intended to end up with the Domino
server started. Note that in either case, yet more switches of both CRGs can be done to (re)start the Domino
server on the other cluster node. Note that the Domino application CRG can be switched to a new primary
node even if it never actually had the chance to start the Domino server.
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Note Thereisanother possible error condition that produces these same symptoms. It is possible under some
circumstances that the device CRG is active and currently primary on the same current node as the Domino
server's CRG however the device associated with the device CRG did not get varied on. If the device CRG is
active and the current primary node for the device CRG is matched up with the server's application CRG, the
operator should check the specific device for the device CRG (in thisexampleit is"SWITCHABLE") on the
current node and vary on the device on that node.

When the exit program job is attempting to start a Domino server it makes sure the device CRG that controls
access to the server's data directory is active and has the same current primary node. It will continuously do
this for approximately five minutes. If the device CRG till has not been started or is not switched to the same
node where the exit program job is trying to start the Domino server, the exit program will issue a message,
LNT1221, to the QSY SOPR message queue.
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This shows the job log of aan application CRG exit program. In this case the job is attempting to start the
|asptester Domino server. The job isrunning in the QBATCH subsystem and was submitted by Cluster
Management as aresult of starting the application CRG on that cluster node. The job is named after the
application CRG (in this case it happens to have the same name as the Domino server it is supposed to start).
This job has spent approximately five minutes trying to verify that the device CRG CRGDEV isactiveand is
primary on the same cluster node and has failed to verify this has happened. A clue to thisis the appearance of
the CPC2191 message over and over in the job log. This message appears every time the job uses a Cluster
Management API to get information about the device CRG's current primary node. Normally this will be done
afew times when the job was started and the device CRG was verified to have the same current primary node.

Thisjob hasissued the LNT1221 to the QSY SOPR message queue as a means to record the reason why it has
not started the Domino server. Theideais that there will be an operator who can monitor for this message and
realize thereis a primary node mismatch and take some appropriate action to resolve the situation. In the
meantime the exit program will continuously try to verify that the device CRG's primary node is switched to
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match its own node so that it can start the Domino server. Approximately every five minutesit will again issue
the LNT1221 message if it cannot start the Domino server due to the CRG primary node mismatch situation.

Since it is quite possible the device CRG is already in the process of being switched over or is simply being
delayed asit is varied off its current primary system, the exit program will keep trying for approximately 25

more minutes to determine if the device CRG's current primary has been switched to match up with the exit

CRG's node where it is attempting to start the Domino server. If the primary mismatch is not resolved within

this time, the exit program will stop trying to determine the current primary node of the device CRG. It will

instead halt and issue an inquiry message, LNT1222, to its own job log and to the QSY SOPR message queue.
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This again shows the job log of athe same application CRG exit program. In this case the job has continuously
attempted (for approximately thirty minutes sinceiit first was started) to verify that the device CRG CRGDEV
isactive and is primary on the same cluster node and has failed to verify this has happened . It has issued the

LNT1222 inquiry message to its own job log and to the QSY SOPR message queue. The exit has halted and
will wait for aresponse to that inquiry message. The idea of halting and posting a query message is that the
resolution of the current primary mismatch is not likely going to happen without operator intervention. Instead
of continuing to detect when it does happen, the exit will wait for an operator to let the exit know that the
mismatch has been resolved and that it should again attempt to verify the device CRG's primary node (or if the
exit should just stop attempting to start the Domino server).

Note Evenwhen it hashalted in this state and is waiting for an answer to the LNT1222 query message, the
application CRG can till be ended or switched to another primary node using the methods available to manage
a CRG primary node, as previously documented.

Alternatively, the operator can respond to the LNT1222 query message in one of two ways:
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* "R" response to indicate the exit should retry to verify the current primary node of the device CRG. It will
do so once and if the device CRG primary nodeis still not matched up with the exit program’s node it will
again issue the LNT1222 query message. The appropriate use of this response is when the operator has
managed to get the device CRG's current primary switched over and wants the Domino exit program to
verify this and then start the Domino server.

e "C" response to indicate the exit should cancel or halt attempting to start the Domino server. Thiswill end
the application CRG in the cluster (just asif an ENDDOMCRG or ENDCRG had been issued against the
application CRG).

Using Operations Navigator Message Monitors to help Manage Domino Application CRGs

As explained previously, the Domino server's application CRG and the device CRG on which it depends are
two different cluster managed objects. They can be started and stopped and possibly switched independently.
Even when an operator is skilled at managing applications and device CRGs, it is likely the situation of
mismatched current primary states can occur. Besides knowing how to resolve the situation as explained
above, it isimportant to be able to detect when it might be occurring so that the resolution can be attempted.

A means to help an operator detect and manage this situation for Domino application CRGs is via the use of
Operations Navigator Message Monitors. (Information on how to configure and manage Message Monitors
appears at the end of this document.)
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This shows a Message Monitor named "QSY SOPR" that has been set up to monitor all messages that would
appear on the QSY SOPR message queue for either cluster node (TSCLPAR3 or TSCLPAR4). The monitor
shows an LNT1221 message has been issued to the QSY SOPR message queue on system TSCLPARA4. In this
case the monitor has been configured to automatically sample the QSY SOPR message queue for new messages
every 15 seconds. Any new messages posted to QSY SOPR since the last time it sampled are automatically
added to the monitor and appear in the monitor window.
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By selecting a specific message in the monitor window, the operator can determine that there is a problem with
aDomino application CRG exit program attempting to start a Domino server. The LNT1221 message will
contain the name of the application CRG, the Domino server that cannot be started, and the device CRG name
that the exit needs to be switched over by the operator to resolve the situation so the Domino server can start.

It is possible that the operator takes no action on resolving this situation and the device CRG is not switched
over to have the same primary as the Domino server's application CRG. After approximately 30 minutes of
continuously trying to see if the device CRG primary matchesits own, the exit program will issue an LNT1222
inquiry message to the QSY SOPR message queue. and it will halt ad wait for an operator response.
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3 Message Monitor
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This again shows the same "QSY SOPR" monitor for messages posted to the QSY SOPR message queue on
TSCLPARA4. In this case the exit program has continuously attempted (for approximately thirty minutes since it
first was started) to verify that the device CRG, CRGDEYV in this example, is active and is primary on the same
cluster node and has failed to verify this has happened . It hasissued the LNT1222 inquiry message to the

QSY SOPR message queue and it was posted in the monitor. The exit has halted and is waiting for a response
to the LNT1222 inquiry message. In this example the operator is responding to the message with an "R"
response to indicate to the application CRG exit program that it should again retry to verify that the device
CRG's current primary matches the application CRG's for the exit's node.
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This again shows the same "QSY SOPR" monitor. The exit program issued the LNT 1222 inquiry message to
the QSY SOPR message queue and it was posted in the monitor. The exit has halted and is waiting for a
response to the LNT1222 inquiry message. In this example the operator is responding to the message with an
"C" response to indicate to the application CRG exit program that it should cancel the attempt to start the
Domino server. The exit's application CRG will be ended.

Note Another possible operator response can be to use Management Central or Cluster Management CL
commands (or the Domino provided CRG management commands) to switch the application CRG over to the
cluster node where the device CRG was currently started and primary. The operator could also use asimilar

interface to end the application CRG and stop attempts to start a Domino server altogether.
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Changing a Domino Application CRG

Some attributes of a Domino server's application CRG can be changed after the application CRG has been
created. Interfaces to change CRGs are provided through Operations Navigator Management Central or using
the Cluster Management APl or CHGCRG command. Thereisa CHGDOMCRG command that allows some
attributes of a Domino application CRG to be changed. Thisis the most "controlled" way to change a Domino
application CRG and is the only recommended way to change an existing Domino server's application CRG.
The other interfaces provided will "work" but also allow attributes about the application CRG to be changed
that could disable the application CRG from being used to manage the Domino server it was associated with
when it was created with the CFGDOM CRG command.

There are some important restrictions on changing Domino application CRGs that make the rules for changing
them dlightly different than any other application CRG. Note that these attributes can be changed using some of
the interfaces provided change CRGs as nothing stops the interface or API from altering information about the
application CRG. The restrictions are in place for the following information in that if it is ever changed for a
Domino application CRG, the CRG will likely fail to start again and may, in fact, result in the Domino server
being started without first deleting the application CRG.

The following bullets describe detail s about specific Domino server application CRG information that should
NOT be changed:

* Theapplication CRG exit program (and exit program library) should never be changed. These are set to
QNNHACRG for the program name and QNOTES for the library name when the Domino server's
application CRG is created with CFGDOMCRG. Thisisthe only CRG exit program that will work for
Domino server application CRGs

* The application CRG exit program data. Thisis set to a specific value when the Domino server's
application CRG is created with the CFGDOMCRG command. The exit data contains some information
about the Domino application CRG, most importantly the name of the Domino server that is associated
with the application CRG and the device CRG that the server will rely on to manage access to its data
directory. While viewing an application CRG's exit datawill help an operator distinguish one Domino
application CRG from another, the exit data has a specific format the exit program relies upon. A Domino
application CRG should never be modified in an attempt to get it to start a different Domino server. This
will create a conflict with other internal information that configures both servers and the result is that
neither server could be started. It is better to delete the CRG entirely and then recreate the CRG specifying
the new server's name.

* The Domino servers application CRG's recovery domain should never be changed directly. Thisis set to
be the same recovery domain as the device CRG identified by the DCRG command parameter when the
CFGDOMCRG command is used to create the application CRG. The only time the recovery domain
should be changed is when the recovery domain of the device CRG isitself changed. The only
recommended way to change a Domino server's application CRG to match the new recovery domain of the
device CRG is use the CHGDOMCRG command. This command's CPP will determine the device CRG
that was originally used to set the recovery domain for the server's application CRG. It will then find the
current (now changed) recovery domain for that device CRG and again, automatically, change the
application CRG's recovery domain to match.

Most clustering interfaces that allow a CRG to be changed support the ability to use "*SAME" for the
application CRG attributes that should not be altered when some specific attribute of the CRG is changed.
Caution should be used when using any interface to change an existing Domino server application CRG that
changing one specific attribute, such as the text description, will not indirectly alter (or reset to "blanks") the
exit program or exit program data that is configured for that application CRG. (Using the CHGDOMCRG
command to change the Domino application CRG will protect the CRG attributes that should not be changed.)

Adding Nodes to an Existing Application CRG

Whenever a new node is added to the cluster or to arecovery domain, the pre-check steps mentioned above
that should be done for any cluster node before creating a new Domino server application CRG should be
performed on the new cluster node. CRGs have to be ended to add new nodes to their recovery domains. As
fitsthe usua pattern of changing arecovery domain of a Domino application CRG, the recovery domain of the
device CRG should be changed to add the new cluster node to its recovery domain, then the device CRG
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should be tested to use this new node, then a CHGDOMCRG command is used to reset the Domino servers
application CRG's recovery domain so that it matches the new recovery domain of the device CRG.

Note The Operations Navigator Management Central GUI only supports two nodes in the cluster it manages.
Adding athird node will disable thisinterface. In addition, CHGDOM CRG does not alow arecovery domain
to be specified. That information will always be taken from the recovery domain of the device CRG that was
originally specified when the application CRG was created with CFGDOMCRG.

Removing Nodes from an Existing Application CRG

Cluster nodes can be removed from an existing application CRG. The CRGs have to be ended whenever their
recovery domain is changed. Asfits the usual pattern of changing a recovery domain of a Domino application
CRG, the recovery domain of the device CRG should be changed to remove the node from its recovery
domain, then tested to make sure it still works without the node. A CHGDOMCRG command should then be
used to reset the Domino servers application CRG's recovery domain so that it matches the new recovery
domain of the device CRG.

In the case of a Domino application CRG, the node where the Domino server was originally configured should
never be removed from that CRG's recovery domain. In the case where this original node has to be removed
(for example the node is being removed from the cluster entirely) all Domino server application CRGs that had
that node as their originally configured node should be deleted first. (See the "Deleting a Domino Application
CRG" below.) Then the Domino servers themselves should be moved to aremaining cluster node. A new
application CRG should be configured with CFGDOMCRG on that cluster node to where the servers have
been moved.

Changing the Configured IP Address of a Domino Server Associated with an Application
CRG Node

Whenever anew Domino application CRG is configured, the | P address that is configured with the server's
application CRG is derived from the Domino server's configuration by reading it in the server's "NOTES.INI"
file. This happensin the CPP of the CFGDOM CRG when the application CRG isfirst configured. Should the
I P address of a Domino server associated with an application CRG ever have to be changed, the IP address
configured for the server's application CRG must also be changed.

To change the application CRG's | P address, the Domino server must be ended first. The application CRG
should also be ended but the device CRG should be Ieft active and primary on the same node. Then change the
Domino server's | P address (it can only be changed on the system where the device CRG is still primary since
this changes the server's configuration in its data directory). When the Domino server's | P address has been
changed, the CHGDOM CRG command can then be run again for that server. The CPP for the CHGDOMCRG
command will retrieve the NEW P address for the Domino server from the server's"NOTES.INI" file and
change its application CRG to use the new |P address.

An alternate way to change the CRG is to use the Cluster Management CHGCRG CL command with the
CRGTY PE(* APP) and the new IP address for the CRG specified with the TKVINTNETA parameter. The IP
address specified must be the one for the server associated with the application CRG being changed. The
application CRG should be ended when its | P address is changed. When the CRG's | P address has been
changed, the Domino server's application CRG can be restarted so that it restarts the Domino server and will
use the new IP address.

Note The pre-checks and configurations that were documented above for an |P address to be used by an
application CRG till apply to anew |P address.

Whenever the | P address is changed for a server (and its application CRG) it isagood ideato aways test the
ability of the Cluster Management CRG switch primary function to be able to end and start the new | P address
on every cluster node in the application CRG's recovery domain. Do this by switching the application CRG to
all these nodes and determine if the new | P address is activated on each node as the application CRG is started
on that node.
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Deleting a Domino Application CRG

A domino server's application CRGs can be deleted using the Management Central interface, the Cluster
Management APl or CL command DLTCRGACT, or the Domino provided interface DLTDOMCRG. The
server definition should be removed from all the notes in the application CRG's recovery domain when the

CRG is deleted from the cluster except the node where it was originally configured when the application CRG
was created. Deleting the application CRG does NOT delete the Domino server from the cluster node where it
was originally configured. A Domino server should not be removed with the CFGDOMSVR
OPTION(*REMOVE) if it is configured as part of an application CRG. However, once the application CRG
has been deleted, the Domino server can then be removed using CFGDOMSVR OPTION(*REMOVE).

Recommended Procedure for Deleting a Domino Server's Application CRG

Before deleting an application CRG using any of the interfaces provided, follow these steps:

1.

The application CRG must be ended. An active CRG cannot be deleted. The Domino server will be ended
when its application CRG isto be ended. The Domino server that was associated with the application
CRG isended with ENDDOMSVR and will gointo a* STANDBY state.

All the nodesin the application CRG's recovery domain should be active in the cluster if possible so that
the CRG can be removed from all the nodes as it is deleted. The node in the application CRG's recovery
domain where the Domino server was originally configured when the CFGDOMCRG command was used
MUST be active in the cluster. The CRG could be deleted even if other nodes in the recovery domain are

not active (or arein a"Failed" state). The result is that the CRG will still be configured on the failed
nodes. If the CRG is configured there, the Domino server is still configured there. For some amount of
time, until those nodes are started, the cluster isnot in a"consistent” state regarding the deleted
application CRG. Eventually the inactive nodes should be restarted, and will rejoin the cluster and the

Domino server's application CRG and the server configuration will be deleted from that node at that time.

3. If possible the device CRG should be active. Access to the device CRG should be switched so that its
current primary is switched to the node where the Domino server was originally configured when the
CFGDOMCRG command was issued.

When these conditions have been met, the Domino server's application CRG can be deleted.
Deleting the application CRG using Management Central

The application CRG configured for a cluster can be remove by selecting the " Switchable Software" icon
under the cluster and then right clicking on the CRG to be removed
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This shows an application CRG and the "Remove" menu item seen when right clicking on the application

CRG. Alternatively just selecting the application CRG and then clicking on the o icon will remove the
CRG. Note that an active CRG cannot be removed. It has to be ended ("End" is"Stop" in Management
Central) or the remove menu item and icon will not be activated and CRG cannot be removed.

Deleting the application CRG using the Cluster Management CL command

The Cluster Management CL command DLTCRGACT can be used. Given the cluster name and the name of
the application CRG, the command will delete the CRG from all the active nodes in the cluster. This command
can be used from any active node in the cluster to delete Domino server application CRGs.

Deleting the application CRG using the DLTDOMCRG command

This command's CPP does some error checking and then internally builds the parameters for the
QcstDeleteClusterResourceGroup system API. This command is provided as an alternate way to delete a
Domino server's application CRG, given the Domino server's name. The command can be used from any active
cluster node in the application CRG's recovery domain where the Domino server specified is configured.

After the Domino Server's Application CRG Has Been Deleted

The Domino server configuration should only remain on the original node where it was configured when the
CFGDOMCRG command was used to create the application CRG. It should till be able function asa
"normal” server but only on that node. The Domino server could also be configured as part of another new
application CRG at this point. Note that when the CRG has been deleted from the cluster, the Domino server
should automatically go to the*ENDED state. It is currently ended and is no longer configured as part of an
application CRG so it should no longer bein a*STANDBY state.

The Domino server still may not be able to be started. Deleting the server's application CRG does NOT change
how accessto it's data directory is controlled through the device CRG on which it stills depends. Note that if
this device CRG was not active or its current primary nodeis not set to alow the server's data directory to be
accessed, the Domino server cannot be started. The Domino server could be removed with the CFGDOMSVR
OPTION(* REMOVE) but if the server's data directory was not accessible from the node where the
CFGDOMSVR OPTION(*REMOVE) command was done, the data directory associated with that server
would not be deleted. The server's data directory would have to be removed later by using IFS directory
commands or Operations Navigator's "Integrated File Systems" interface on the cluster node where the device
CRG is primary.

Once the Domino server's application CRG has been successfully deleted, it should function as a"normal”
Domino server. To truly remove the server's dependency entirely from the device CRG and from Cluster
Management, the same set of steps that are described above for copying a server's data directory can be used.

Caution Before proceeding with the following instructions, the existing server's data directory and system
configuration should be backed up. The Domino server should not be active and no "stand alone" Domino
functions should be run against the server while this procedure is being followed.

A variation on these same steps described above is repeated here, with the idea being to reverse the outcome
this time and move the server's data directory off the disk storage managed by the device CRG.

1. Make surethe device CRG is started and that it is switched so that its current primary is the node where
the data directory isto be copied from the device's UDFS.

2. Copy the existing Domino server's data directory from the device CRG's |ASP managed deviceto a
directory managed by the system's ASP. In this example the UDFS name was " Switchable". The domino
data directory was simply copied back to the root IFS file directory so that the directory name remained
the same, except that " Switchable" was dropped from the path name (i.e. from
/Switchable/DominoDatall asptester copied to /DominoDatall asptester).

The copy command for thisexampleis:

CPY OBJ('/Switchable/DominoData/IaspTester/*') SYMLNK (*YES)
TODIR('/DominoData/Iasptester/') SUBTREE (*ALL) OWNER (*KEEP)
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Note SYMLNK(*YES), SUBTREE(*ALL), and OWNER(* KEEP) must be specified on the CPY
command as all the symbolic links and sub directories are to be copied. The owner of all the data directory
objects must remain as QNOTES in the copy.

3. Change the server'sinternal OS/400 configuration path names to reference the now copied data directory
on the system.
For example to change the data directory of the server, laspTester, to /DominoData/l asptester call the
program QNOTES/QNNHACHIR asfollows:
CALL QNOTES/QNNHACHDIR PARM (IaspTester ' /DominoData/Iasptester’)

* ALLOBJ authority is needed by the caller of the program. Calling this program will result in changing
where the Domino administration commands find the server's data directory. It will not change where the
Domino server itself finds the data directory. Thiswill require modifying the notes.ini, located in the new
data directory, and changing every reference to the old data directory path name to the new data directory
path name in the notes.ini.

To verify that the program call changed the data directory, use the WRKDOM SV R command. Select
PF11 on the desired server to view the data directory. Verify that the directory displayed is the new
directory name entered on the program call to QNOTES/QNNHACHDIR.

4. Changethe server's notes.ini references to any data directory object to use the new configuration path
name that does NOT include the UDFS name in the path. EVERY reference that used to refer to a path
with the UDFS in the path name has to be changed.

5. Start the Domino server to verify that it can start and use the copied data directory and the path names to
that directory have been correctly revised.

6. <Optionally> Remove the device CRG managed copy of the server's data directory from the UDFS as it
should no longer be used.

When these steps have been completed, the result should be that the server and its data directory are no longer
associated or controlled by CRGs or affected by Cluster Management functions.
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Setting up a Message Monitor with Operations Navigator

Operations Navigator can help manage Domino server application CRGs in a cluster by allowing the creation
of amessage Monitor. A new Monitor can be created by selecting "Basic Operations' using Operations

Navigator for one of the cluster nodes, and then selecting "Monitor messages' under the Basic Operations task
list.
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Thisisthe window that will allow a new monitor to be created.
The monitor must first be given a name under the "General" tab (not shown).

¥S New Monitor

General Messages | collection Intenval | Actions | Systems and Groups | Sharing |

fessane gueue to monitor; |stsupr

Librany: |Q S5
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|Add a predefined set of messages
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Il v

Type:
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Selecting the "Messages’ tab allows the message queue monitor (in this case use QSY SOPR) to be configured.
The message |Ds and types to be monitored also must be configured (in this case "All" 1Ds and types have
been added with the "Add -->" button.
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TS New Monitor
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Selecting the "Collection Interval" tab can alow adjustments to the collection interval (how often the Monitor

will test the message queue for new messages posted on that queue). The default is every 5 minutes (in this
case the interval was set to every 15 seconds).
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A powerful capability of message Monitorsis that they can be created to operate against multiple systems. This
capability isideal for clustering as all the cluster nodes can be defined for the new monitor by selecting the
"Systems and Groups" tab. The "Browse..." button will show another window and the cluster nodes to be
monitored can be selected and added to the new Monitor with the "Add" button. In this example both cluster
nodes TSCLPAR3 and TSCLPAR4 from cluster ROCH have been added.

Selecting the "Ok" button (not shown) will then create the Monitor.

The message monitor created in this exampleis set up to Monitor all messages posted to QSY SOPR message
queue for both of the cluster node systems. This kind of Operations Navigator function isinvaluable to an
operator trying to determine the occurrence of the primary state mismatch that is preventing a Domino server

from starting on a cluster node because the device CRG on which it dependsis either not started, or hasits
current primary switched to another cluster node.

To locate and start or stop an existing message monitor select Management Central "Monitors' and then select
"Message" under that. Monitors may be added and removed using this Management central function.
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