z/VM Course Module Descriptions
I. Introduction to z/VM: Basic z/VM concepts
This module describes basic z/VM concepts and terminology, including the functions of a Virtual Machine.  Knowledge of virtualization technology is reinforced by describing the four hardware components z/VM virtualizes and the hardware components available with the zSeries 900 and zSeries 990 mainframe architecture.  Other topics that will be touched upon include the three different types of operating environments provided by the zSeries architecture and z/VM, and where z/VM fits in the z/Architecture framework.
II. z/VM: Conversational Monitor System (CMS)
z/VM provides a high capacity environment that supports a large number of interactive users.  CMS supports only one user, but z/VM supports the CMS operating system for each guest.  The topics discussed within this module include:

· The major z/VM components such as CMS, CP and REXX.

· The major functions of CMS and the tasks it can perform.

· Three important application environments that CMS supports.
· An explanation of the usability and readability of CMS command syntax diagrams.
· The important and commands for the CMS system.
III. z/VM: Control Program (CP)
This module develops the idea that CP is primarily a real-machine resource manager that acts as a hypervisor between the hardware architecture and the virtual guest operating systems.  CP provides each guest with an individual working environment known as a virtual machine.  Each virtual machine is functionally equivalent to the real system; hence the virtual machines share real processor functions, storage, the console and I/O device resources.  Other important topics presented are:

· The importance of the VM Dump Tool and the concept of virtual LANs.

· The hardware facilities that are supported by the Control Program.

· CP commands.

IV. Advanced Structures and Commands: CMS
This module builds upon the commands and utilities described earlier.  Use of the commands and utilities is reinforced in the accompanying labs.  This section discusses additional CMS commands and utilities, comprised of three sub-sections:

· Description of the command or utility.

· Syntax diagrams and/or functions associated with the CMS command or utility.
· Usage Notes that describe the important ways of using the command or utility, as well as things to avoid.

V. Advanced Structures and Commands: CP
This module builds upon the commands and utilities described in the previous modules and discusses additional CP commands and utilities.  There are four subsections in this module:
· The privilege classes needed to access the different commands.

· A detailed description of the command or utility.

· Syntax diagrams and functions associated with the CP command or utility.

· Usage notes that describe the important ways of using the CP command, utility, as well as things to be avoided.

VI. The REXX Programming Language
This module teaches the fundamental concepts of the REXX programming language.  REXX is unlike any other programming language because it is acceptable for all levels of programmers; from beginners to advanced.  Each student uses REXX commands and functions in order to create executable programs under z/VM’s virtual machine.  Topics include:
· Data structures

· Data formats

· Input/output (I/O)

· Parameter passing

· Using keywords and literal strings

· Using built-in functions

VII. Advanced REXX Programming Topics
This module is a continuation of the previous module on the REXX programming language.  This section discusses more advanced functions and features of the REXX programming language, including:

· The parts needed in a compound symbol for the creation of an array.
· Creating user-defined functions.  
· String manipulation functions. 
· Creating and using subroutines
· Uses for streaming information.
VIII. CMS Pipelines
The overall goal of this module is to demonstrate the usability and functionality available when using CMS Pipelines from the console command line or within REXX Execs.  The major topics discussed range from manipulating system files to altering your guest system.  This module demonstrates, through exercises, the power and versatility of CMS Pipelines.  CMS Pipelines can be used to increase productivity and allow the application of “pipethink” to problem solving.
IX. z/VM Performance
In a z/VM environment, there are two area of performance to consider: the performance of individual virtual machines and the performance of the total system.  This module presents the performance characteristics of an operating system, which is dependent on such factors as hardware, the number of users on the system during peak periods, functions being performed by the system, and how system parameters are set up.  The following general tasks pertain to improving z/VM system efficiency:

· Planning to handle performance monitoring, measurements,   improvements, and problems.  Becoming familiar with the CP monitor facility and the facilities available to the system programmer to manipulate the performance characteristics of the system as a whole or of selected virtual machines.
· Performing system tuning to do any of the following:
· Process a larger or more demanding work load without increasing the system configuration.

· Obtain better system response or throughput.
· Reduce processing costs without affecting service to users.
X. z/VM Storage Management Software: IBM, Computer Associates, Sun, Veritas
The objective of this module is to give an understanding of what storage management software tools are available and how they can be used to improve management of a system.  This module provides an understanding of the functions behind four different storage management software packages from IBM, Computer Associates, Sun, and Veritas. IBM’s Tivoli Storage Manager is presented in detail and references are provided for the other programs.  
XI. z/VM Networking
This module discusses the major networking devices and protocols available with a z/VM system.  Touched upon are the z/VM TCP/IP setup, the purpose and function of routing and the four different types of internet addressing.  Then we move from computer networking in general to the z/Architecture’s network devices, which include:

· Parallel Sysplex – Describing how to set up this type of system and the 


      enhancements it can provide.

· Network devices – used by z/VM to configure your network, including:

· QDIO – Queued Direct Input/Output

· OSA-Express and OSA-2 – Open Systems Adapter

· HiperSockets

· Four major commands needed to monitor your TCP/IP network:
· NETSTAT

· RPCINFO

· PING

· TRACERTE

XII. z/VM Security
The purpose of this module is to present the concepts associated with z/VM system security.  The module gives an overview of security in general and then transitions to z/VM system security.  This module provides detailed information about the major z/VM security options, which include:

· User authentication

· Authorization

· Intrusion detection

· Virtual processor security 

· Data-in-memory protection

· Disk, tape, and virtual I/O protection

· Virtual networking

This module also includes information about the cryptographic facility on the zSeries mainframe.  Also included is a list of z/VM security best practices along with a comparison between two software products that provide z/VM system security.

XIII. z/VM System Integrity and High Availability
This module discusses the overall importance of system integrity and high availability within z/VM.  The system integrity section includes:

· A description of the characteristics that are needed to implement system integrity on a z/VM system.

· A description of the major devices and concepts of integrity involving:

· Virtual memory

· Virtual devices

· CP commands and functions

The high availability section covers:

· A detailed description of the failover for z/VM and Linux with GDPS techniques.

· A listing and explanation of two takeover scenarios.

· An explanation of the way to handle high availability problems associated with OSA failures, DASD sharing, and file systems.

· A description of STONITH and the three possible ways to implement it.
· An explanation of the high availability solution to handle a network dispatcher for a z/VM environment.

