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1. Preface
This document is intended to address the most frequently asked questions concerning the NAS Gateway 500. Much of this material is abstracted from the official publications. If there is a discrepancy between this document and the official publications, the official publication should be considered the definitive reference.
The official publications for the NAS Gateway 500 is located at: 

http://www-1.ibm.com/support/search.wss?rs=596&q=ssg1*&tc=ST9UEC&dc=D700+DA400+DB300+DA100+DA110+DA120+DB100+DA700+DA450+DA300+DA480&dtm
Refer to these publications if the FAQ does not provide the level of detail you require. Here is a brief listing with a short description of each publication.
IBM Total Storage NAS Gateway 500 Planning Guide, GA27-4335
This document provides a brief introduction to the product. It is a excellent introductory book to the Gateway. It also contains worksheets and checklists to aid in the planning, setup, and configuration of the Gateway. 

IBM Total Storage NAS Gateway 500 Hardware Installation Guide, GA27-4336
This document provides detailed instructions on how to install the Gateway in a rack, cable it, run diagnostics and prepare for software installation. A companion document, the Quick Start Instructions card, provides a convenient summary of the key information in this book. Many installers have been able to use only the summary card to complete installation, and reserve the Hardware Install Guide for atypical installations. Also covered in this document is how to install hardware features after initial installation.
IBM Total Storage NAS Gateway 500 Administrator’s Guide, SC30-4072
This document provides detailed step by step instructions on how to configure the software and perform day to day administrative tasks. It is most effective when the worksheets from the Planning Guide have been completed first. 

IBM Total Storage NAS Gateway 500 CIFS File Serving Guide, SC30-4075
This document describes the optional CIFS server software that allows it to share files with users running Windows operating system. 
IBM Total Storage NAS Gateway 500 Advanced Configuration and Problem Determination Guide, SC30-4073
This document provides information on advanced configuration of the software that is not covered in the Administrator’s Guide. It also contains problem determination information on the software. For hardware problems, use the IBM Storage NAS Gateway 500 Service Guide.

IBM Total Storage NAS Gateway 500 Service Guide, GY27-0418

This document provides information for service personnel to troubleshoot and repair the NAS Gateway 500. It is primary a hardware document.

IBM Total Storage NAS Gateway 500 Command Reference, SC30-4074

This document contains reference information for commands that you can use on the system software. It describes the tasks each command performs, how commands can be modified, how they handle input and output, and who can run them.
2. FAQs
2.1 Hardware
2.1.1 System Unit
Are Print Services available?

Yes, with some caveats:

1. It requires root authority to setup and administrate print serving.  

2. There are no print serving usability enhancements in our user interfaces and the procedure to set it up is not documented in our manuals.  This is a base AIX functionality that can be exploited because of our product packaging. 

3. Depending on the print serving workload, there may be a performance impact to file serving.

How many serial ports are there?
Three. The ports have different characteristics and can not be used interchangeably. Serial port 1 is reserved for a locally attached console, generally used for service functions. Serial port 2 is reserved for a modem, which can be used to “Call Home” to report problems. If clustering, Serial port 3 is used to interconnect the two nodes and provide a heartbeat function. If not clustering, Serial port 3 can be used for an Uninterruptible Power Source (UPS) shutdown signal.
The three serial ports are located on the rear panel, but Serial port 1 also has an additional connector on the front panel. A special cable is provided for this port.

There is a SCSI port on the rear of the unit. What can this be used for?
This LVD SCSI port can only be used to attach a local tape device.

Is there a CD-RW or DVD option?
No.
2.1.2 Processors
How many processors are there?

One or two processors are mounted into a mechanical assembly that can be plugged into the motherboard. This assembly is called a processor book. The standard NAS Gateway 500 comes with one processor book. An optional processor book can be ordered, resulting in a maximum of four processors per system unit. Note that if you cluster two system units (nodes) together you can have a maximum of eight processors.
What kind of processors are they?

They are 1.45 GHz Power 4+ processors. They use Copper/SOI technology for cooler operation with increased reliability.
2.1.3 Memory 
What are the minimum and maximum memory sizes?
Each node must have a minimum of 2 GB of memory for a one-way processor and 4 GB of memory for a two-way processor. The maximum memory is 16 GB of memory for a processor book.
Can a single memory module be installed?

No, memory DIMMs are always installed in groups of four. A memory feature code will always contain four modules.
Does the memory capacity of both processor books have to be the same size?
If you have installed the optional second processor book, the system unit will be manufactured with the memory balanced between the processor books. This is done for maximum performance. If you add memory later, and if the two processor books have different amounts of memory, the system unit will still operate, but may not run at maximum performance.
Which size memory is best?
For high end customers, choosing the 2 GB size will offer the greatest total capacity. For cost conscious customers, the 512 KB will be the least expensive. Please note that using 512 KB memory will fill up all eight memory slots to reach the minimum total memory requirement of 4 GB for a two-way processor. If you later decide to add memory capacity, some of your existing memory must be discarded to make room for the larger capacity modules. The 1 GB memory size is offered as a good compromise between capacity and cost.

How do I know if a memory DIMM has failed?
If a memory DIMM fails, the amber System Attention light on the front display panel lights and a diagnostic LED on the top of the processor book lights to identify the specific DIMM slot containing the failed DIMM.
2.1.4 Ethernet Adapters

What are the supported Ethernet adapters?

Four different Ethernet adapters are supported:


Feature Code 5700
1-port Gigabit Ethernet SX Adapter 1000 Mbps


Feature Code 5707
2-port Gigabit Ethernet SX Adapter 1000 Mbps


Feature Code 5701
1-port Gigabit Ethernet TX Adapter 10/100/1000 Mbps


Feature Code 5706
2-port Gigabit Ethernet TX Adapter 10/100/1000 Mbps

How many Ethernet adapters are required per system unit?
For single node system, at least one Ethernet adapter is required and up to four are allowed, provided there is an empty PCI-X adapter slot for it. There are six slots in total, and the Fibre Channel HBAs must share them.

For a clustered system, at least two Ethernet adapters are required and up to four are allowed, provided there is an empty PCI-X adapter slot for it. You must have two separate adapters; a single adapter with two ports is not sufficient.

What are the restrictions on cable length?
For the SX adapter, 550 meters when using 50 um cable and 260 meters when using 62.5 um cables.

For the TX adapter, 100 meters when using Category 5 cable.
Is Link Aggregation Supported?

Yes, link aggregation is supported when connected to a switch which supports link aggregation. When using a code version prior to 1.1.1, link aggregation is not supported when the NAS Gateway 500s are clustered.
Do the adapters have TCP/IP offload support?
The Ethernet adapters are not TCP Offload Engines (TOEs). However, they support both large send and checksum offload. Large send offloads the TCP segmentation operation from the AIX IP layer to the adapter for outgoing TCP segments. Checksum offloads moves the TCP/UDP checksum calculation from the CPU to the adapter.
Are VLANs supported?
When clustering, all Ethernet ports that are part of the cluster must be in the same VLAN. Other Ethernet ports, such as service/management ports may be connected to different VLANs.

For single node systems, all Ethernet ports may be connected to different VLANs..
2.1.5 Fibre Channel Adapters 
What is the link speed for the Fibre Channel Adapters?
Maximum link speed is 2.125 Gbps, and it will also operate at half speed. 

What are the restrictions on maximum cable length?
The maximum cable length depends on both the cable diameter and speed.
For 50um cable at 1 Gbps, the maximum cable length is 500 meters.
For 50um cable at 2 Gbps, the maximum cable length is 300 meters.
For 62.5um cable at 1 Gbps, the maximum cable length is 300 meters.
For 62.5um cable at 2 Gpbs, the maximum cable length is 150 meters.

What are the restrictions on minimum cable length?
Per the HBA supplier, minimum supported cable length is 2 meters.

What is the minimum and maximum number of Fibre Channel Adapters?
The minimum number is one, although it is recommended that two are used to increase availability. The maximum number depends on the number of unused PC-X slots, but can never exceed 4.

Can both tape and DASD be connected to the Fibre Channel Adapters?
A single port Fibre Channel Adapter may have either tape or DASD attached to it. A dual port Fibre Channel Adapter may have either tape or DASD but not both attached to it.
Can storage or tape be directly connected to the Fibre Channel Adapter in the NAS Gateway 500?
When using a clustered configuration to attach to a FAStT Storage Server, the Fibre Channel Adapter must be connected to the FAStT Storage via a fibre channel switch. For all other storage configurations, a direct attachment is allowed.
Does the NAS Gateway 500 support multi-path drivers?

Yes, the multi-path drivers allow a failing path to storage to be replaced with another.
Exactly which mutipath drivers are supported?
RDAC is preinstalled and is used for both nonclustered and clustered attachment to FAStT storage.

Mutipath I/O Path Control Module (MPIO PCM) is preinstalled and is used for nonclustered attachment to the IBM TotalStorage Enterprise Storage Server, Models F10, F20, 800 and 800 Turbo.

The Subsystem Device Driver (SDD) can be used for nonclustered and clustered attachment to the IBM TotalStorage Enterprise Storage Server, Models F10, F20, 800 and 800 Turbo, the SAN Integration Server, and the SAN Volume Controller.
Can different storage systems be attached (for example FAStT and ESS)?
Due to incompatibilities between different multipath drivers, all attached storage must be of the same type. If you would like to attach to both FAStT and ESS, consider using the IBM TotalStorage SAN Volume Controller. The SAN volume controller will deal with the issues involved with different storage. The SAN Volume Controller then uses SDD to interface to NAS Gateway 500.
2.1.6 Other PCI-X Adapters

What is the meaning of the four digit paper label on the rear of the adapters?

Each adapter has at least one paper label on it near the I/O connectors. This is a code used by manufacturing and in some cases it is the feature code number and in some cases it is not. For example, the 1 port 2 Gbit Fibre Channel HBA has a feature code of 6239, but the label will have 5704. For all other adapters, the label will match the feature code. 
The Fibre Channel HBAs will have an additional label specifying the World Wide Name(s). This is an easy way of differentiating the Fibre Channel HBAs with the Ethernet adapters with Fibre connectors.
Can I install a SCSI adapter for tape backup?
Please use the integrated LVD SCSI port on the rear of the system unit. All other SCSI connections are not supported.
2.1.7 Clustering

What hardware is required for clustering?
Two 5198-001 system units and a cluster interconnect kit (Feature Code 1001). The cluster interconnect kit contains an Ethernet crossover cable to connect together an on-board Ethernet port 2 from each node. Also included is a serial cable assembly consisting of three cables to interconnect serial port 3 on both nodes.

Are there restrictions on the physical placement of the two nodes?
Yes, the two nodes must be in adjacent locations in the same rack. This is due to restrictions in cable length and the fact that the cables must be routed through cable management brackets to enable the unit to be serviced while powered on.

If I use my own cables to interconnect the nodes, can I move the nodes further apart?
The serial cable will limit the distance. Serial cable extenders have not been tested to see if timing requirements are violated.
What happens if I do not connect the serial cable?
The serial cable is used for heartbeat connections between the two nodes. If the serial cable is disconnected, an entry will be made in the error log.  Because there are redundant heartbeat connections (through the Ethernet crossover cable and Ethernet File Serving adapters), the Gateway will continue to operate.

2.1.8 Power

What is the capacity of the power supplies and are they redundant and hot-pluggable?
The power supplies have a output capacity of 670 watts. The power supplies are load sharing and if one power supplies fails, the other is capable of assuming the full load. The power supplies are hot plug with redundant internal cooling fans and diagnostic LEDs to indicate status and error conditions.

Are the power supplies auto-ranging?
Yes, they operate in the 100 to 127 volt range or the 200 to 240 volt range. There are no switches to set.

Can a DC power supply be used?

DC power supplies are not supported.

Are UPSs supported?
Yes, and their use is highly recommended. Any UPS supported by the pSeries 7028-6C4 should work. The UPS vendor specify a maximum run time for each of their models. Generally these numbers include a video display. Since the NAS Gateway 500 does not support a video display, the run time should be slightly better than the 7028-6C4. When selecting the UPS, consider how shutdown signaling will be done. If clustering, there is no serial port available so you may have to order an optional Ethernet feature for the UPS. If not clustering, then you have a choice between serial port shutdown signaling and Ethernet shut down signaling.

Is there an RSA card to remotely power on/off the system as in previous NAS products?

No, the RSA card is no longer offered. This function is built into the system; to enable it a modem must be attached to serial port 2 and configured to accept remote calls. Once configured, the system may be powered on/off remotely.
2.1.9 Mounting

What are the recommended racks?

The IBM 7014 Model T00, which is a 36U high rack.

The IBM 7014 Model T42, which is a 42U high rack.
2.1.10 Installation

Is the NAS Gateway Customer or CE Install?
The NAS Gateway is customer install. The Planning Guide contains a number of worksheets to aid the installation process. A special rack template was designed to help avoid common mistakes made by people who do occasional installs. A Quick Start Instruction card was developed to streamline the install process. In our test installs, most people were able to complete installation by using the QSI and not even reading the Hardware Installation Manual.

Software configuration can be done quickly with the worksheets and GUI Wizards which step through the installation process.
How do I get the WWNs of the Fibre Channel Ports to configure my storage?
The procedure to do this is documented in the NAS Gateway 500 Administrator’s Guide in the section “Using the Volume Wizard”. 
2.2 Software
2.2.1 Operating System 
What operating system is used?
The NAS Gateway 500 System Software is based on IBM AIX 5L v5.2B, the On Demand UNIX Operating System for POWER platforms, and includes a number of software packages and NAS specific modifications.

What other software or drivers are included with the NAS system software?

The NAS Gateway 500 contains pre-installed Tivoli storage management software including the Tivoli Storage Manager (TSM) Client and Storage Agent, Tivoli Storage Resource Manager (TSRM) agent, and Tivoli SAN Manager agent, IBM HTTP Server, CIFS support for optional Microsoft Windows file serving, HACMP for optional clustering, AIX based performance tools package (perfagent), Electronic Service Agent, and other packages and maintenance to provide an integrated and tested solution.

The Multipath I/O PCM is preinstalled for use in nonclustered attachment to select ESS models. The RDAC multipath device driver is preinstalled for use with FAStT. The Subsystem Device Driver (SDD), however, is not preinstalled.

Are LPARs supported?

No. The hardware platform does support it but the NAS System Software does not.

Is there any special client software required?

There is no special client software required for accessing files. Files served by the NAS Gateway 500 will be accessed using standard NFS, CIFS, HTTP, and FTP protocol clients. 

For managing the NAS Gateway using the WebSM graphical user interface, a WebSM remote client must be installed on Windows and Linux systems; the WebSM remote client is pre-installed on AIX systems. The WebSM remote client can be downloaded directly from the NAS Gateway 500.
2.2.2 User Interfaces 
What user interfaces are provided?

The NAS Gateway 500 provides three user interfaces for NAS administration tasks:

a specialized command line interface (CLI)

a specialized System Management Interface Tool (SMIT) interface

a specialized Web-based System Manager (WebSM) interface
2.2.3 File System
What File System is used?

JFS2 (Enhanced Journaled File System). JFS2 is a 64 bit file system and can store much larger files than the JFS file system, which is used in 32 bit environments.

What is the largest file size?
The maximum theoretical size is 4 PB; the maximum tested size is 16 TB. When using remote mirroring, the largest file size is 1 TB. When using CIFS in versions prior to v1.1.1, the maximum file size was 4 GB.
What is the maximum number of NAS volumes?

4095. When using remote mirroring, the upper bound is 256 although for some configurations it is lower. 
Do you provide real or virtual snapshot?
Snapshot is a virtual data replication tool.

How much space is required for a snapped file share?

Typically, a snapshot will need two to six percent of the space of the snapped file share. Sometimes it could rise to 15 percent in the case of a highly active snapped volume.

Are storage partitions supported?

NAS volumes handle storage partitions. 
Does the file system size affect Failover time in clustered systems?

Not as much as other factors such as the number of hdisks involved, the amount of traffic currently being handled by the takeover node, etc.
File Locking: can a data file be accessed by both NFS and CIFS clients at the same time?
Yes. To support the differences between NFS and CIFS locking semantics some additional configuration is necessary. Either CIFS opportunistic locking (oplocks) must be disabled or the CIFS server must be configured to enforce oplocks with UNIX file locks. The procedure to do this is documented in the CIFS File Serving Guide, SC30-4075 Appendix D.
Is the SNAP functionality in the NAS Gateway 500 equivalent to what is offered in FAStT and ESS?

The NAS Gateway 500 SnapShot is a point in time copy of the file system. Flash Copy, used by block oriented disk subsystem, is a point in time copy of a volume.

Do file permissions work differently between the NAS Gateway 500 and the earlier Microsoft- based NAS products?

In the Microsoft-based NAS products, there was an issue with file permissions so that when a user on a NT workstation wrote a file on NAS filer, the file permissions were not consistent with the same user creating a similar file from a UNIX workstation on the same filer.  This problem does not exist in the NAS Gateway 500.

In the NAS Gateway 500, groups are not mapped, only users are mapped.  So as long as the Windows users are mapped to NAS Gateway users with the same group memberships, this shouldn't be a problem.  For example if Windows user user1, who belongs to primary group 1, member group 1, member group 2, and member group 3 is mapped to a NAS user u1, and u1 belongs to pg1, mg1, mg2, and mg3, then files written by user1 will have the same permissions as any other file written by a UNIX user that belongs to pg1, mg1, mg2, and mg3.

The only thing to keep in mind is that if dynamic user mapping is used, when a dynamic user is created on the NAS system, new groups will be created to correspond to the Windows groups – the dynamic user will not belong to any existing groups.  So if user1 is not mapped to any NAS group and dynamic user mapping is enabled, a dynamic user will be created, and that dynamic user will belong to the newly-created groups grp00201, grp00202, etc., so the user will not have permissions in any directories owned by groups pg1, mg1, etc.

2.2.4 Volume Management 
What storage management features are available for creating and modifying NAS volumes?
First, Logical Unit Numbers (LUNs) must be created on the back-end disk storage subsystem using the user interface for this subsystem. For example, FAStT uses the FAStT Storage Manger. Once these physical disk LUNs are created, then the NAS Gateway 500 can manage these LUNs. 
What is a NAS volume snapshot?
A NAS volume snapshot is a point-in-time copy of the filesystem on a NAS volume; the snapshot remains static although the contents of the volume may change after the snapshot has been made. The snapshot can be initiated manually by a command or can be scheduled on a recurring basis. 

The contents of the snapshot can be used to restore the entire original NAS volume or just a portion of the original NAS volume such as a directory or an individual file with Snap Rollback. A NAS administrator could also use Snap Rollback to populate a different NAS volume so the NAS volume could subsequently be mounted and made available to clients; a user could then restore files on their own from this snapshot. Alternatively the snapshot could be used as the input to a separate backup product to backup a consistent image of the NAS volume after which the snapshot can be deleted.   

How many snapshots of a NAS volume can exist concurrently?
The maximum number of snapshots for a NAS volume is 15. 

How much space is required for NAS volume snapshots?
The snapshot consists of only changed blocks and not an entire copy of the NAS volume so it is space efficient. The amount of space required for NAS volume snapshots is approximately two to six percent of the original NAS volume; however for an active volume where much of the content is changing this estimate could rise to 15 percent or more.
Can volumes be expanded after creation?
Yes, use the extendvol command. This is non-disruptive.

Can volumes be contracted after creation?

No. This is being considered for a future release.
Can I mirror data from a SAN Volume Controller (SVC) to another SVC over an IP Network?

Yes, you can mirror data from one SVC to another SVC over an IP Network using technology such as Cisco’s FC-IP support.
Are server-free or LAN-free applications supported for backup?
The NAS Gateway 500 includes the preloaded Tivoli Storage Manager (TSM) Storage Agent. This TSM storage agent can be used with the Tivoli Storage Manager server to perform a LAN-free backup of the NAS Gateway 500.   

We also support the installation of storage management products by Veritas and Legatto. Refer to the NAS Gateway 500 interoperability matrix for a complete list of supported products:

http://www.storage.ibm.com/snetwork/nas/pdf/nas_gw500_interop.pdf

Is storage partitioning supported?
Storage partitioning is handled by NAS volumes.

Can a file or volume span multiple Gateways?
No, the file or volume must always be owned by a single Gateway. A file or volume may span multiple disks, but it always associated with a single Gateway. In a failover situation, the association changes to the surviving Gateway node.

When clustering, are Global Namespaces supported?

No.
2.2.5 Network Protocols
2.2.5.1 CIFS

Is SAMBA used for CIFS support?
No. The first release of the product uses FastConnect. SAMBA is under consideration for feature releases, but FastConnect is the only choice now.
Where can I get more Information on Fastconnect?  
Fast Connect is similar to SAMBA in functionality and performance.  There is also a redbook "Fast Connect for AIX" SG24-5527.

http://w3.itso.ibm.com/itsoapps/Redbooks.nsf/9445fa5b416f6e32852569ae006bb65f/256290d82764770c85256a3a005a7c2c?OpenDocument&Highlight=0,fast,connect
What user authentication methods are available for CIFS?

There are three main methods of CIFS authentication available.

1) AIX-based authentication

2) CIFS Password Encryption Protocols

3) NT Passthrough Authentication

AIX-based authentication uses AIX user definitions and passwords to authenticate CIFS users. All AIX authentication grammars are supported, including DCE and LDAP.   This authentication has the lowest administrative overhead because it uses the existing AIX users and passwords – no additional user information must be kept.  It should be noted that this authentication method is the least secure method - it sends passwords in clear-text over the network, making it inappropriate for situations where network traffic could be observed by those who should not have access.

The CIFS password encryption protocol method uses AIX Fast Connect user definitions and encrypted passwords for user authentication. Each user must be defined under the same user name as an AIX user.  This method requires that each user and password be defined in CIFS as well as AIX, so additional administration is required.  This method is more secure than AIX-based authentication because no clear-text passwords are sent over the network.

NT Passthrough Authentication uses an NT authentication server to provide authentication.  The user must be defined both on the authentication server and as an AIX user on the NAS Gateway system, and the user names must be the same.  This method is also more secure than AIX-based authentication because clear-text passwords are not sent over the network.

Are Multiple Domains supported?
Yes.  When using AIX-based or CIFS password authentication, Windows users aren't used at all.  AIX users must be created on the system, and they all have to be unique.  So there are no issues with name collisions between different Windows domains.  Each user has to have a unique AIX id even if their Windows user id has a collision with another Windows id in a different domain.  When using NT Passthrough Authentication, only one passthrough authentication server and one backup server can be specified.  However, if the passthrough authentication server’s domain has a trust relationship established with other domains, the server will be able to authenticate users from those domains.

Is there additional documentation on CIFS authentication?
The AIX Fast Connect Version 3.1 Guide provides additional information about CIFS authentication and can be found at http://publib16.boulder.ibm.com/doc_link/en_US/a_doc_lib/aixbman/fastcon/mastertoc.htm#mtoc.

The Configuration and Administration and Advanced Configuration Features chapters contain further details about CIFS authentication.

Is CIFS required on both nodes of a cluster?
Yes. 
Do I have to configure CIFS on both nodes of a cluster?
No. Configure one node and the other will be automatically configured.
Are there Wizards to help in installation of FastConnect?
Yes, there are two wizards. There is a CIFS setup wizard to handle the majority of the configuration and there is a user mapping wizard, to create Windows to UNIX username mappings, which allow Windows users to transparently access CIFS shares on the NAS Gateway 500. Worksheets for these wizards are in both the Planning Guide and the CIFS File Serving Guide.

2.2.5.2 FTP

Is FTP supported?
Yes. It is included in the base product and requires no license fees.
2.2.5.3 HTTP

Is HTTP supported?
Yes, the IBM HTTP web server is based on the Apache Server v1.3.3 with the addition of Secure Sockets Layer (SSL). It is included in the base product and requires no license fees.
2.2.5.4 NFS
Which versions of NFS are supported?
NFS V2 and V3 are supported. It is included in the base product and requires no license fees..

2.2.5.5 Unsupported Protocols

Which file serving protocols are not supported?

Apple and Novell.
Which host operating systems are supported?

Any host OS that supports at least one of our supported file serving protocols (NFS, CIFS, HTTP, FTP).
2.2.6 Other Network Protocols (SMTP, NTP, SNMP, etc.)

What MIBs are supported?

The MIBs supported include:

MIB II - operating system and hardware identification, network interfaces

Ethernet - ethernet interface specifics

Generic Extensions - additional network information

Host Resources MIB - system date/time, users information, storage, devices, processor, network, printers, file systems, software, etc.

AIX Enterprise MIB - an AIX specific extension containing file systems, volume groups, logical volumes, physical volumes, paging space, processes, print queues, print jobs, system users, system groups, users currently logged in, subsystems, subservers, system environment, and various devices

The definitions for all of these MIBs can be found in /etc/mib.defs and the MIB files can be found in /usr/samples/snmpd/
2.2.7 Clustering
What are the advantages to clustering?
Clustering connects two nodes together to form a high availability (HA) configuration. In the event of a node failure, access to file systems through network file protocols can be maintained by failing over to the remaining node using a technique known as IP Aliasing.

Does the clustering support Active/Active Configuration?

Yes. In an active/active configuration, each node of the cluster is processing network file requests for the file systems that it owns. If a node fails, the resources owned by this node (file systems, disk volumes, and IP addresses) are transferred to the remaining node. The key benefit of an active/active configuration is that both nodes are actively processing network file system requests, so each node is performing productive work.
Does the clustering support Active/Standby configuration?

Yes. In this configuration, one of the nodes is actively processing network file requests and the other node idling waiting to take over the workload in the event the active node fails.

What clustering technology is used in the NAS 500 Gateway?
High Availability Cluster Multiprocessing (HACMP) version 5.1. 

Are there any limitations introduced when clustering?

Yes, but for the most part they are minor. Currently, Ethernet teaming (Cisco FEC/CEC or IEEE 802.ad) is supported on single nodes but not clustered nodes. Please note that HACMP does have some load balancing and Ethernet port failover capabilities. Other limitations are:
· All clustered Ethernet ports must be on the same VLAN. This is not true for single nodes.

· When clustering, a direct connection between the NAS Gateway 500 and FAStT storage is not allowed. Connections must be made through a switch.

· When clustering, the MPIO multipath driver cannot be used.

· When clustering, there is no serial port available for UPS shutdown. You must use an Ethernet port.

· When clustering, there are some restrictions on IP addresses as documented in the Planning Guide.

· When clustering, the IBM FAStT200 Model 1RU is not supported; the IBM FAStT 200 Model 2RU is.
Why doesn’t our cluster configuration support the MPIO Multipath driver?

When a shared volume group in an HACMP cluster is accessed through MPIO, it must be defined as an enhanced concurrent volume group.

The NAS 500 does not define volume groups as enhanced concurrent volume groups.  This was a new feature with HACMP 5.1 that we did not have time to take advantage of.  It is in the roadmap to use enhanced concurrent volume groups in version 2.
How many File Serving IP address may I have?

Each node can have up to 8 file serving IP addresses initially assigned to it. If a node has no IP address assigned to it, it is placed in Standby Mode.

Does the number of File Serving IP addresses have to match the number of Ethernet ports?
No. If there are fewer File Serving IP addresses than Ethernet ports, the ports without address are used as hot standby ports. If a port failure occurs, these standby ports will take over the failed port’s IP address.
If there are more File Serving IP address than Ethernet ports, then an Ethernet port may have more than one IP address.

Is a File Serving IP address always bound to the same Ethernet port?

No. If a port fails this address is moved to another port on the same node. If there are no available ports, then a failover is done to the other node and the IP address will be assigned to a port on the remaining node.

How is the assignment of File Serving IP addresses to Ethernet ports done?
HACMP does this without any input from the customer.
Can the File Serving IP address assignment be changed after HACMP does the initial assignment?

Yes, the clnasmvservice command will do this.
Do all the Ethernet ports have to be in the cluster?

No. The integrated 10/100 Ethernet ports cannot be used to serve files and therefore cannot be in the cluster. Additionally, some of the Ethernet ports on the PCI-X adapters can be excluded from clustering. Typically these ports would be used for service, management or UPS shutdown signaling.

Clustering requires quite a few static IP addresses. Why so many?

There are three kinds of IP addresses required when clustering.
The first are File Serving IP Addresses. These are the IP addresses that the clients will use to access files. Having multiple IP addresses allows load balancing across the Ethernet adapters. 
The second are Boot IP Addresses. The clients will not use these addresses; they are used by HACMP. One per boot adapter port is required.

The third are Service/Management ports which are not inside the cluster. One of the integrated 10/100 ports may be used but for increased availability, it is recommended that an additional one from the PCI-X adapters also be used.

The planning guide contains a worksheet to help determine how many IP addresses are required.
What are heartbeat connections and why so many?
The heartbeat connection lets each node know that the other is still working. For increased availability, there are three heartbeat paths. The first is a point to point serial cable connection. The second is a point to point Ethernet connection. The third is two paths through the customer file serving network.

Why are two separate Ethernet cards required when clustering?
For increased availability. Node failover and the eventual failback are not instantaneous and having two separate cards will decrease the probability that this will occur.
Does clustering support Snapshots during failover and failback?

Yes.

2.2.7.1 Data and System Protection 
What mechanisms are available for protecting the NAS System Software and data on NAS volumes?

There are a number of mechanisms available for protecting the NAS System Software and data stored on NAS volumes. 

For protecting the NAS System Software:

· System backup (mksysb command)

· Tivoli Storage Manager (TSM) client

· Original manufacturing CDs and configuration file backup/restore

· OS Mirroring (an optional feature announced for later delivery)

For protecting data on NAS volumes:

· NAS volume copy command 

· NAS volume local mirroring (software mirroring)

· NAS volume remote mirroring (an optional feature)

· NAS volume snapshots

· Tivoli Storage Manager (TSM) client

Note that it is recommended that the RAID features on the external storage subsystem also be used for protecting data on NAS volumes.

Refer to the “NAS Gateway 500 Data Protection” whitepaper for more details.

Can the Logical Volume Manager be disabled?

No, it is an integral part of the software. A customer would have to use the AIX file system and this is unsupported.

What are the system authority levels?

· File users are limited to reading and writing files, according to their permissions.

· NAS administrators perform the day to day management tasks.

· Root User is used for initial setup, adding features and has access to AIX and software components.
For most installations, root user authority will seldom be required after initial setup.

2.2.7.2 Operating System Backup and Recovery

How can I back up the operating system?

The most common way is to use the mksysb command, which will back up the root volume group. Contained in this volume group are the startup commands, base operating system commands and files, system configuration information and optional software products.

The mksysb allows a backup to a file or attached SCSI tape drive. Note that a SCSI adapter is built into the product and requires no special feature code. Restore has a special procedure to be used, and is documented in the NAS Gateway 500 Administrator’s Guide.

Backup can also be done using NIM, which allows faster backup and recovery. This is also documented in the Administrator’s Guide.

When I restore my operating system, is my OS mirror restored?

No. The mirror must be restored manually after the restore. The procedure for doing this is in the Hardware Install manual. A notation has also been made in the ReadMe file.
2.2.7.3 Data Migration

Do we offer migration support from the IBM NAS 300G Gateway to the NAS Gateway 500?

Yes. The NAS Gateway 500 will have a GUI based migration tool that ships on the supplemental CD included with the product order. This tool is sufficient for most applications but it does require manual error recovery and must be manned and monitored. For this reason it is not an automated provisioning or migration tool. For example, potential ACL issues that occur during data migration would need to be repaired manually. Depending on the level of expertise of your system operator, this may not be an optimal solution.
This tool runs on the NAS 300 Gateway. It essentially copies the designated directories and files across the network to the NAS Gateway 500 file systems, both CIFS and NFS. User attention is required to initiate and monitor the migration process. It generates a status log. Unsuccessful transfer attempts require user action to resolve. For example, it may be impossible to copy an open file.
Can I migrate data from a NetApp product to the NAS Gateway 500?
Yes. Mount the file system from the NetApp to the NAS Gateway 500 and copy.
Is there any way to seamlessly migrate data from one location to another using the NAS Gateway 500?   
Let's say the customer had put data on an ESS in the back-end of the NAS Gateway 500 and that for some reason, they more need to move the data from the ESS to a FAStT.  Can AIX LVM be used some way to establish a mirror pair to the new location and then remove the old location from the mirror before taking it away? 

The NAS Gateway does not support mixed storage attachment so you could not use LVM to go from an ESS to a FAStT unless you used an SVC.  If there is an SVC used to attach the NAS Gateway 500 to an ESS and FAStT (concurrently) there is a "replacevol" command in the NAS CLI.  The purpose of this command is to replace a disk that is part of a NAS volume.  It copies all of data off the source disk and writes it to a target disk.   It requires that a valid copy of the source disk be available (either the source disk or a mirrored copy of the source disk).  This command could be used as a migration aid, to move data from ESS LUN's that are part of a NAS volume to FAStT LUN's.  
2.2.8 Quota Management 
Describe your quota management support
Soft quota management is provided by TSRM (Tivoli Storage Resource Manager). Soft quotas will generate a trigger when defined quota limits are exceeded, but it does not prevent someone from exceeding the quota. Quotas can be set at the user or OS user group level. With user quotas, an action is triggered when the user has reached the storage limit. With OS user group quotas, an action is triggered when the sum of the space used by all users has reached the storage limit.

Is there support for group policies?
Certain group quota features are handled with Tivoli Resource Manager, which we support. Hard quotas are not supported.

Can I get accounting info by users, applications, hosts, etc?
Yes, quota capabilities will be provided at the user and group level. Reporting capabilities for user usage is also available.

Are Quota Trees available?
No. 

What standard reports are available?

Performance and trace reports are available through NAS Gateway 500 applications and software such as Tivoli Resource Manager.
2.2.9 Directory Services 
2.2.9.1 Active Directory

Are hybrid domains supported?

No. The NAS 500 supports either Active Directory Domains or NT 4 Domains, but not both at the same time Windows.
2.2.9.2 NT PDC
2.2.9.3 NIS
Are multiple NIS domains supported?

No. NIS was not designed to support multiple independent domains and has serious user authentication issues when used this way. Consider using NIS+, which does not have these concerns and is supported by the NAS Gateway 500.
2.2.9.4 NIS+

Is NIS+ supported?

Yes.
2.2.9.5 LDAP

Is LDAP supported?

Yes. The NAS Gateway 500 has the option of running the LDAP client.
2.2.10 Security 
2.2.10.1 Kerberos

Is Kerberos supported?

Yes, although the stronger version of RPC Kerberos 5 Wire Authentication used by NetApp and Sun is not currently supported. 
Is Open SSH supported?

Yes.
2.2.10.2 SCP (Secure Copy)
Is SCP supported?

SCP is included in the Open SSH package. Since Open SSH is supported, so is SCP.
2.2.11 Systems Management 
What system management tools are available?

A number of facilities are provided for managing various aspects of the NAS Gateway 500. A web-based initial configuration wizard is provided to simplify the setup of the NAS Gateway 500. Once the NAS Gateway 500 has been configured, day-to-day management tasks can be performed remotely by the NAS administrator from one of the user interfaces provided:

· a specialized command line interface (CLI)

· a specialized System Management Interface Tool (SMIT) interface

· a specialized Web-based System Manager (WebSM) graphical interface
These user interfaces provide various tools that can be used to monitor performance and obtain statistics about the NAS Gateway 500.

Additional clients or agents are pre-installed to allow for integration of the NAS Gateway 500 with upper level management frameworks:

· SNMP v3 support is provided with Management Information Base (MIB) access and reporting for network management with products such as Tivoli NetView and HP OpenView.

· Tivoli Storage Manager (TSM) Client/Storage Agent is provided for backup/recovery with TSM.

· Tivoli Storage Resource Manager (TSRM) agent is provided for storage resource management with TSRM.

· Tivoli SAN Manager Agent is provided for SAN management with the Tivoli SAN Manager.

Refer to the “NAS Gateway 500 Systems Management Features” whitepaper for more details.
2.2.12 Reliability, Availability and Serviceability (RAS)
What warranties are standard or optional?
The standard hardware warranty is 1 year.

Software is covered for 1 year as part of the purchase price. Software upgrades are available via PTF downloads from the NAS website. Three year support can be optionally ordered. The standard response time is next day 9-5. Faster response time can be optionally ordered.

Are there any single points of failure?
Yes, although many of the key components are redundant and hot swappable. For example, all fans and power supplies are redundant and hot swappable. An additional processor book can be ordered to make the processor redundant. The PCI-X adapters are all hot swappable and redundant adapters can be ordered.
To eliminate the remaining single points of failure, a clustered arrangement can be used. There are redundant cluster interconnects.

What are the memory RAS features?
Error Correcting (ECC) memory is used and it is possible to correct all single-bit memory failures and detect all double bit errors. The memory chips are organized such that the failure of a specific memory module only affects a single bit within the ECC word. This is called bit scattering and allows for continued operation with a complete memory module failure.
What are the Cache RAS features?

Hardware and firmware track errors occurring in the L1, L2, and L3 caches and their directories. If these errors are being corrected beyond a threshold, a deferred repair error log is created. Additional run time actions can be initiated, including CPU vary off and L3 cache delete. The caches are manufactured with spare bits and can be programmed to have these spare bits replace defective ones. In the L3 cache up to 2 cache lines may be deleted. Additional L3 failures will cause the L3 cache to be placed in bypass mode, and the system when rebooted will operate with the L3 cache de-configured.

What does the Service Processor do?
The service processor is a separate processor from the main processors and can function even when the main processors are not operational. It enables firmware and operating system surveillance, does environmental monitoring, reset, configures boot features, and allows both remote maintenance and diagnostic activities. Additionally, it can do “Call Home” via a modem attached to Serial Port 2 to report surveillance failures, critical environmental faults, and critical processing faults. If configured, it can use this same modem to call in and turn the system off or on.
Does the NAS Gateway have PCI Extended Error Handling (EEH)?
Yes, and EEH allows transparent recovery of intermittent PCI bus errors without a system reboot.

Can a processor be de-allocated without shutting down the operating system?
Yes, in a system with two processor books.

What fault monitoring capabilities exist?
· Built In Self Test (BIST) and power on self test (POST) check the processors, L2 caches, memory and associated hardware required for booting every time the system is powered on. For non critical errors, the error is logged in the system non-volatile RAM (NVRAM) and the booting process proceeds to completion.

· Disk drive fault tracking can alert the system administrator of an impending disk failure before it impacts the customer.

· Error logs (AIX and Service Processor) record hardware and software failures. 
· PCI slot fault tracking provides superior fault isolation and reduced repair time.

· The service processor can monitor the operation of the firmware during the boot process, and it can monitor the operating system for loss of control. The operating system can also monitor the service processor.

What environmental conditions are monitored? 

Temperature Monitoring – if the ambient temperature is above the normal operating range, fan speed is increased. If the temperature or fan speed cannot be controlled, an orderly shutdown is performed.
Voltage Monitoring – if the voltages are out of range an orderly shutdown is performed.
What types of diagnostics are available?
Stand-alone diagnostics, which are loaded from the CD-ROM drive and Online diagnostics, which are resident with AIX on the system hard drive.

Can diagnostics be run while the system is operating?
The online diagnostics operate in three modes:

1) Service Mode (single user) allows checking of system devices and features.

2) Maintenance mode allows checking of most system resources.

3) Concurrent mode allows normal system functions to continue while selected resources are being checked.

The Service Guide can be consulted for more details.

Do the diagnostics have access to the AIX Error Log and the AIX Configuration Data?
The online diagnostics have this access.
Can the floppy disk be used to update system firmware and microcode?
Yes.
What is the Electronic Service Agent?
A preinstalled program that monitors and analyzes system errors, and if needed, can place a service call automatically to IBM without customer intervention. This call is made via a modem attached to serial port 2.

Can the modem required by Electronic Service Agent be shared between cluster nodes?
Yes, only one modem is required per cluster. In fact, if there is TCP/IP connectivity, any NAS gateway 500 can share a modem with another NAS 500 Gateway or pSeries server running the proper software.
Can I use IP for call home rather than a modem?

The service processor cannot use an IP connection to call home. It can only use a modem attached to serial port 2. If ESA version 3.0 or above is installed, then the Electronic Service Agent can call home over IP using HTTPS. NAS System Software Version 1.1.0 shipped with ESA version 2.5, so a update is required which is available on the web. Starting in August, 2004 ESA 3.1 will be shipped with the product.

If I use IP for call home, can I use a modem as a backup connection method?

Yes, but you must manually switch between the two connection methods. It is not automatic as it is in some other IBM products. We are trying to make it automatic in a future release.

What is the data protection for the onboard hard drive?
The hard drive uses bad block relocation. When disk read or write error thresholds are exceeded, the system will move the failing disk blocks to a good spot on the disk, and mark the failing blocks as defective.

For additional protection, a second hard drive can be added. This hard drive is set up to mirror the first drive (RAID 1). This is a software function and no RAID adapter is required.
2.2.13 SAN Management 
2.2.14 Anti-Virus
Do you support virus scanning?

 We offer two antivirus solutions. Customers can run Symantec on an outboard Windows client to scan windows data. Customers can also run Sophos native on the NAS Gateway 500 which can scan both UNIX and windows data.

The above are interoperability statements.  There is no integration between the file system and these applications.  It is up to the customer to configure the AV application for the scanning characteristics they desire.  
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