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Chapter 1. Purpose and description

This document describes the procedure for upgrading the following systems to the
TS7500 V3 R2 level using the TS7500 V3.2 Software Upgrade CD:

e TS7520 system running TS7500 V2 R1, TS7500 V2 R2, TS7500 V3 R1 software
level

¢ TS7530 system running TS7500 V3 R1 software level

Note: You cannot load the TS7500 V3 R1 or V3 R2 software level on a TS7510
system.

Who should read this document

This publication is intended for use by customers who are using the TS7500 V3.2
Software Upgrade CD to upgrade either of the following:

e TS7520 system running TS7500 V2 R1, TS7500 V2 R2, TS7500 V3 R1 software
level

¢ TS7530 system running TS7500 V3 R1 software level

Installation time

The estimated installation time for this procedure is three to six hours, depending
on the experience level of the installer. The server and storage firmware updates in
[Chapter 6, “Firmware,” on page 35| can be performed as a separate outage after the
TS75200 V3.2 software is installed.

What's new in this edition

Technical changes occurring in this edition are identified with a vertical bar ( | ) in
the left margin of the page.

Major changes and additions to this document since the last edition include the

following:

A new step was added to |[Chapter 4, “Installing the TS7500 V3.2 Software|
[Upgrade CD,” on page 21

© Copyright IBM Corp. 2008, 2011 1
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Chapter 2. Prerequisites

The following prerequisites are to be met prior to performing the upgrade
procedure.

Note: For general TS7500 operating procedures, refer to the IBM Virtualization
Engine for Tape TS7500 User’s Guide, publication number GC27-2179.

* Empty the virtual vault. If there are tapes inside the virtual vault before software
upgrade, move them to a virtual library before proceeding. (Refer to the IBM
Virtualization Engine for Tape TS7500 User’s Guide for detailed procedures.)

* Complete all necessary software upgrades:
— System is at the TS7500 V2 R2 or TS7500 V3 R1 software level (minimum)
— System has a minimum of 4GB of RAM.
- If the Virtualization Engine is a 3954-CV7, it already has 4GB of RAM.
- If the Virtualization Engine is a 3954-CV6, you must add FC 3460.

— System is updated with all released patches. (To download the patches, go to:
http:/ /www-01.ibm.com /support/search.wss?rs=1174&tc=HW29K &q=ssg1*
&dc=D420&dtml)

* Take all defined drives in the application offline. (Refer to your backup
application documentation for more information.)

* Stop any replication processes that are running.
* Suspend I/0O to the server.
* Ensure that no tapes are loaded into any physical or virtual drives.

* Record all customer-created user IDs. You will need to recreate them after your
upgrade (see TS7500 User’s Guide for instructions).

Attention: This document includes occurrences of root passwords that are used to
manage and configure the product. Improper use of these commands and
passwords poses significant risk to the product and your data. Use these
commands and passwords only as documented.

Verifying correct software level

To determine whether the IBM® Virtualization Engine TS7500 is at the correct level
on each server (both the upper and lower server if in an HA environment),
perform the following steps:

Procedure

1. Log into PuTTY by selecting Start > Programs > PuTTY > PuTTY. For
instructions on how to install PuTTY on the VE Console workstation, see
[Appendix A, “Installing PuTTY on the VE console workstation,” on page 65

2. Enter the IP address of the server you are connecting to where specified.

Note: The IP address should be on the top of the server.
3. Click Open.
4. Click Yes at the PuTTY Security Alert screen (see [Figure 1 on page 4).

© Copyright IBM Corp. 2008, 2011 3
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PulTY Security Alert

N

WaRMIMNG - POTEMTIAL SECURITY BREACH!

The server's host key dogs not match the one PUTTY has
cached in the registry, This means that either the

setver administrator has changed the hosk key, or wou
hawve acktually connecked ko another computer pretending
to be the server,

The new rsaz kew fingerprink is:

ssh-rsa 1024 df:02:88:6d:c1:55:3d:05:4F;00:c9:02: ed:0e:fc: 70
If wou were expecting this change and trust the new kesy,
hit Yes to update PuTTY's cache and continue connecking.
If wou wank bo carry on connecking buk without updating
the cache, hit Mo,

If wou wank bo abandon the connection completely, hit
Cancel, Hitking Cancel is the ORLY guaranteed safe
choice,

Yes ] I [ ] [ Cancel ] I Help

ts750471

Figure 1. PuTTy Security Alert

5. Enter the following user name and password.
User name: root
Password: warning2use

Note: The user name and password are case-sensitive.

Attention: Improper use of this password and command poses significant
risk to the product and your data. Use this password and command only as
documented.

6. At the command prompt, enter the following command:
cat /var/log/IBMApplianceType

The output may look like the following, depending on your configuration:

[CVTX HA Lower Server (CVT2.2 HA Lower Server) ]
x366

where x is the software version. In this example, the software level is TS7500
V2 R2 indicated by CVT2.2. The TS7500 should be at the v2.2 software level or
greater as indicated by CVT2.2 above.

Note: If the output from the IBMApplianceType command reads CVT3.0, this
actually indicates version 3.1.

7. If your system is at or above the 2.2 level, skip to step Otherwise,
you must upgrade it to the 2.2 software level before continuing. Perform the
following steps:

a. Ensure that SMcli can resolve hostname on the system (see

[SMcli can resolve hostname” on page 6.
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10.

11.

g.

Perform the configuration backup and diagnostic summary on the system
(see [‘Configuration backup and diagnostic summary” on page 7).

Locate a copy of the TS7520 2.2 Software Upgrade CD and CVT Console
Installation Disk v2.2.3 that was included in this ship group.

Go to the following Virtualization Engine patch download page:
http:/ /www-01.ibm.com/support/search.wss?rs=1174&tc=HW29K
&q=ss5g1*&dc=D400&dtm

Scroll down and click the link TS7520 Patch update-ve13821201.

Scroll down and open the TS7520 Patch update-ve13821201 Installation
Instruction for information on installing this software.

Note: You may have to uninstall a previous version of the VE console
workstation in order to install a new version.

After the upgrade is complete, continue to step

If your system is at or above the 3.1 level, skip to step El If your system is not
at or above the 3.1 level, you must upgrade it to the 3.1 software level before
continuing. Perform the following steps:

Note: Remember that a result of CVT3.0 in step actually indicates
level 3.1, meaning that you should skip to step [9

a.

f.

Ensure that SMcli can resolve hostname on the system (see

[SMcli can resolve hostname” on page 6.

Perform the configuration backup and diagnostic summary on the system
(see [’Configuration backup and diagnostic summary” on page 7).

Locate the TS7520 3.1 Software Upgrade CD and the TS7500 Console
Installation Disk Version 3.1.0 that were included in this ship group.

Upgrade the system to the 3.1 software level (see [Chapter 3, “Installing the

[TS7500 V3.1 Software Upgrade CD,” on page 13).

Using the TS7500 User’s Guide that shipped with the system and the
TS7500 Console Installation Disk Version 3.1.0, update the VE Console
workstation.

Note: You may have to uninstall a previous version of the VE console
workstation in order to install a new version.

After the upgrade is complete, continue to step EI

If your system is at the 3.2 level, skip to step Otherwise, you must
upgrade it to the 3.2 software level before continuing. Perform the following
steps:

a.

Ensure that SMcli can resolve hostname on the system (see

[SMcli can resolve hostname” on page 6.

Perform the configuration backup and diagnostic summary on the system
(see [“Configuration backup and diagnostic summary” on page 7).

Locate the TS7500 3.2 Software Upgrade CD and the TS7500 Console
Installation Disk Version 3.2 that were included in this ship group.

Upgrade the system to the 3.2 software level (see [Chapter 4, “Installing the|

[TS7500 V3.2 Software Upgrade CD,” on page 21).

If your system is at the 3.2 software level, continue to [Chapter 5, “Verifying]

[that required patches have been installed,” on page 31| to make sure all the

available patches have been installed.

At the command prompt, enter exit to exit from PuTTY.

Chapter 2. Prerequisites 5



Ensuring that SMcli can resolve hosthame

6

About this task

Ensure that the SMcli can resolve your hostname by completing the following
procedure.

Note: Refer to [“Verifying correct software level” on page 3| to use PuTTY to log in
to your system.

Procedure
1. At the command prompt, type the following command:
nslookup hostname

where hostname is the hostname specific to your configuration.

Note: You can use the hostname command to identify your hostname:
#hostname

The output of this command varies for 2.x and 3.x systems, but will resemble
the following:

#nslookup hostname
Server: 9.47.64.191
Address: 9.47.64.191 abcl02.abc.beaverton.ibm.com

Name: hostname
Address: 10.0.0.1 hostname.abc.beaverton.ibm.com

You must correct your settings if your output does not include the following
line (specific to your network environment):

Address: 10.0.0.1 hostname.abc.beaverton.ibm.com

You might also need to correct your settings if the command returns error
output similar to the following:

#nslookup hostname
Server: 9.47.64.191
Address: 9.47.64.191 abcl02.abc.beaverton.ibm.com

nslookup: getaddrinfo('hostname') failed: Name or service not known

2. Using a vi editor (or similar type of editor), correct your settings by adding the
IP address and host name to your /etc/hosts file as seen below, where
hostname is the hostname specific to your environment:

10.0.0.1 hostname .abc.beaverton.ibm.com

Note: You might need to type cd .. to change to the proper directory prior to
entering the vi /etc/hosts command.

3. At the command prompt, type the following command:
SMcT1i -d

The output is similar to the following:

3954 Upgrade and Migration Guide



# SMcli -d
Basel-SV7Upper Tocalhost hostname.abc.beaverton.ibm.com
Basel-SV7Lower Tocalhost hostname.abc.beaverton.ibm.com

SMc1i completed successfully.

In the event of an incorrect configuration, the error message resembles the
following:

#SMc1i -d
There are currently no storage subsystems listed in the configuration file. Add
storage subsystems using the Add Storage Subsystem option in the storage
management software or by command Tline.

SMc1i failed.

You must correct your settings if your output looks different. Using a vi editor
(or similar editor), correct your settings by editing the file /etc/hostsas seen
below:

* where the loopback address is resolved to localhost
127.0.0.1 Tocalhost

¢ where the system hostname (determined by the command hostname is
resolved to the ip address of ethO (determined by command ifconfig eth0)

10.0.0.1 hostname.abc.beaverton.ibm.com

Note: You might need to issue cd .. to change to the proper directory before
typing the vi /etc/hosts command.
After modifying the /etc/hosts file, type the following command:

SMcli -A

The output is similar to the following:

# SMcli -A
Starting auto diSCOVE Y. et n et ii it ittt eeeeeneeeeoeeeenesoanesnannns

Auto discovery operation successful.
SMc1i completed successfully.

Type the following command to verify that your system is correctly
configured:

SMcli -d

Configuration backup and diagnostic summary

Attention: If the upgrade does not complete successfully, you will need a
configuration backup and diagnostic summary for recovery operations. The
configuration backup and diagnostic summary must be created before the software
upgrade.

Saving a configuration backup
To save a configuration backup, perform the following steps:

Chapter 2. Prerequisites 7
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Procedure

1. Start the TS7500 Virtualization Engine management console (VE console)
workstation by performing one of the following:

e If there is a desktop shortcut for the VE for Tape Console application,
double-click it.

e If there is not a desktop shortcut for the VE for Tape Console application,
click Start > Programs > IBM > VE for Tape > VE for Tape Console.

Note: This is the default installation location for the VE for Tape Console
application. The location of the application might differ for you.

2. Double-click VE for Tape Servers to expand the server list.

w

Double-click any server icon.

4. In the VE for Tape User Login window, enter the following user name and
password.

User name: vetapeuser
Password: veuserpassword

Note: The user name and password are case-sensitive.
5. From the menu bar, select Tools > Save Configuration.

6. Select a location to save the file and give it a filename. Click the Save button.

: Save @

Save in: |_'| Configuration E ? ""IIE

My Fecent
Documents

My Documents

%

My Computer

o
_.li File name:

Tl Metwork,

Figure 2. Save configuration

7. Wait for the configuration to save.

3954 Upgrade and Migration Guide
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VE for Tape Console

Sawing this ¥E for Tape Server configuration to local disk.
Fleaze wait ...

ts750473

Figure 3. Saving configuration message

8. When the configuration save finishes, click OK on the pop-up window.

=

VE for Tape Console

- | ) Saved configuration File successFully,

Figure 4. Configuration saved successfully

ts750474

9. Do not exit the VE console.

Saving a diagnostic summary

To save a diagnostic summary, perform the following steps:

Procedure

1. In the VE console, right-click the server icon and select Diagnostic Summary
Data. See [Figure 5 on page 10}

Chapter 2. Prerequisites 9
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2 - Disconneck
@ 5
ﬂ} J_T Adminiskrators

i_hange Password

k
EE key Management

Diagnostic Summary Data

Licenise

vskemn Maintenance k
Dptions k

Properties

ts750475

Figure 5. Diagnostic Summary Data selection

2. Click Yes in the pop-up window.
The Diagnostic Summary Data Options window is displayed.

4

Total5torage TS7500 V2 R1 Virtualization Engine for Tape Console

] Diagnostic Summary Data s a diagnostic toal used by your Technical
'H'r/ Support team to help solve system problems. Each file contains technical
information about your semer, such as sener messages and a snapshot
ofyour senier's current configuration and environment. You should not
create summary data unless you are regquested to do sa by yaur
Technical Support representative. Do vou still want to continue®?

=

ts750476

Figure 6. Choosing to create summary data

3. Click the ... button (or Browse when using the console v3.1) and choose a
location to save the diagnostic data file.

Note: Select the location that you used for the configuration file in
fconfiguration backup” on page 7|

3954 Upgrade and Migration Guide



i) Diagnostic Summary Data Options

System Information Loaded Kernel

VE For Tape Configuration Mebwark Configuration
SCSI Devices kernel Symbols

VE for Tape Wirtual Device [w] Core File

Fibre Channel [ ] 5can Physical Devices
[ ] Storage Subsystem

— [v] Log File

Specific Records

() Last | 3 Lines

(5) Date Range DB/DE/2008 (> to D2/07/2008(]

|| VE For Tape Messages Only

Save s | diagsum-080807-150335-build] 382 tar. gz [:]

_reate Diagnoskic Surmary Daka | | i_ancel |

ts750477

Figure 7. Diagnostic Summary Data Options window

4. Click OK.
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] Choose

Look in: |:| Configuration [v]

? P EE

| =

‘3
My Recent
Documents

&

Deskkop

&

My Documents

9

My Computer

=
@ File name; | ze'l'da-diégsum-ljébét'l-?-iSDééS-bui-Id-ISE;é
Tl Metwork,
Flares Files of type: | tar.gz & .tge ivj Cancel

Figure 8. Diagnostic data location

5. Without changing the defaults in the Diagnostic Summary Data Options

ts750478

window, click the Create Diagnostic Summary Data button. A dialog indicates

that the diagnostic summary data is being collected.

-~

Diagnostic Summary Data Options

=

p Getting Diagnostic Summary Data Infarmation...

Figure 9. Diagnostic summary data message

ts750479

6. Wait for the data collection to complete. This might take several minutes. After
the data collection is complete, the Diagnostic Summary Data Options window

closes.
7. Select File > Exit to close the VE console
8. Return to the step following the one that sent you here.
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Chapter 3. Installing the TS7500 V3.1 Software Upgrade CD

To install the TS7500 V3.1 Software Upgrade CD, perform the following steps.

Before you begin

If you have reached this point without performing the steps in [Chapter 2
[‘Prerequisites,” on page 3) then you must perform them prior to continuing in this
section.

* If you are upgrading from TS7500 V2.2 to TS7500 V3.2, you must first perform
the installation procedures in this chapter to bring the system up to V3.1.

* If you are upgrading from TS7400 v2.2 to TS7500 v3.2, your system must be at
TS7500 v3.1.

Refer to [“Verifying correct software level” on page 3|to determine the current
software level of your system.

Procedure
1. Obtain the TS7500 V3.1 Software Upgrade CD with part number PN 45E3010.

Note: If you have a TS7500 V3.1 software upgrade CD with a different part
number, discard it. Use the disc included in this ship group instead.

2. Do one of the following, depending the number of installed servers.
* If one server is installed, skip to step
* If two servers are installed, continue to step El

3. Start the TS7500 Virtualization Engine management console (VE console)
workstation by performing one of the following:

e If there is a desktop shortcut for the VE for Tape Console application,
double-click it.

* If there is not a desktop shortcut for the VE for Tape Console application,
click Start > Programs > IBM > VE for Tape > VE for Tape Console.

Note: This is the default installation location for the VE for Tape Console
application. The location of the application might differ for you.

4. Double-click VE for Tape Servers to expand the server list.
5. Double-click any server icon.

6. In the VE for Tape User Login window, enter the following user name and
password.

User name: vetapeuser
Password: veuserpassword

Note: The user name and password are case-sensitive.

7. If two servers are installed and failover has been configured, remove failover
on both the lower and the upper servers (Appendix B, “Removing failover,”|

fon page 67).
8. Place the TS7500 V3.1 Software Upgrade CD (PN 45E3010) into the DVD drive
of the lower server.

9. Log into PuTTY by selecting Start > Programs > PuTTY > PuTTY.

© Copyright IBM Corp. 2008, 2011 13
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10. Enter the IP address of the server you are connecting to where specified.

Note: The IP address should be on the top of the server.
11. Click Open.
12. Click Yes at the PuTTY Security Alert screen (see Figure 10).

PuTTY Security Alert g]

BA

WaRMIMNG - POTEMTIAL SECURITY BREACH!

The server's hosk ke does nok match the one PUTTY has
cached in the reqgisktry. This means that either the

server administrator has changed the hosk key, or wou
hawve actually connected to another computer pretending
to be the server,

The new rsaZ key fingerprink is:

ssh-rsa 1024 df:02:88:6d:c1:55:3d:05:4F;00:c9:02:ed;0e:Fc: 70
If wou were expecting this change and trust the new key,
hit Yes to update PUTTY's cache and continue connecking.
If wou wank ko carry on connecking buk without updating
the cache, hit Mo,

If wou wank bo abandon the connection completely, hit
Zancel, Hitking Cancel is the ORMLY guaranteed safe
choice,

Yes | | Mo ] | Cancel | | Help

Figure 10. PuTTy Security Alert

13. Enter the following user name and password.

User name: root

Password: warning2use

Note: The user name and password are case-sensitive.

Attention:

Improper use of this password and command poses significant

ts750471

risk to the product and your data. Use this password and command only as
documented.

14. Verify that the VE services are running, by entering the following command at
the command line:

ve status

All the services should indicate a status of RUNNING.

e If the VE services are not running, start them by entering the command

ve start

and repeat this step.

¢ If the command cannot be found, exit PuTTY, log back into PuTTY and
repeat this step.

* If the problem persists, contact your next level of support.
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15.

16.

17.

18.
19.

20.

Mount the TS7500 V3.1 Software Upgrade CD by running the following
command at the command prompt:

mount /dev/hda /media/cdrom

Run the Software Upgrade by running the following command at the
command prompt:

/media/cdrom/SW_CVT2_to_CVT3

Attention: The system checks for the amount of RAM available (with 4GB
being the minimum). If the amount of RAM installed is inadequate, do not
continue with installation until the minimum amount of RAM has been
installed.

Note: The following messages are displayed:

4 N

zelda:™ # /media/cdrom/SW_CVT2_to_CVT3
Total Memory=3630008 Used=%used Free=2683032
IBM VE for Tape Server v2.00 (Build 1382)
Copyright (c) 2001-2007 FalconStor Software. A1l Rights Reserved.
Starting VE for Tape Configuration Module [RUNNING]
Starting VE for Tape Base Module [RUNNING]
Starting VE for Tape HBA Module [RUNNING]
Starting VE for Tape SNMPD Module [RUNNING]
Starting VE for Tape Authentication Module [RUNNING]
Starting VE for Tape Server (Compression) Module [RUNNING]
Starting VE for Tape Server (HW Compression) Module [RUNNING]
Starting VE for Tape Server (Application Upcall) Module [RUNNING]
Starting VE for Tape Server (FSNBase) Module [RUNNING]
Starting VE for Tape Server (Upcall) Module [RUNNING]
Starting VE for Tape Server (Application) Module [RUNNING]
Starting VE for Tape Server (Application IOCTL) Module [RUNNING]
Starting VE for Tape Server (User) [RUNNING]
Starting VE for Tape Target Module [RUNNING]
Loading VE for Tape Resources [SKIPPED]
Starting VE for Tape Communication Module [RUNNING]
Starting VE for Tape Logger Module [RUNNING]
Starting VE for Tape Self Monitor Module [RUNNING]
Verify the Tape in the drive.

WARNING: The CD will format the LUNO and update OS.

Do you want to continue (yes/no)?
yes
Starting...
SOFTWARE UPGRADE CVT3.0.
/dev/mem: munmap: Invalid argument
Save repository. Please wait...
The Repository saved.
populate_vtapes finished.
* rebooting now with the CD... *
khhkkkhkhkkkhkhkkkhkhkkkhhkkkhhkkhhhkkhhhkkhhhkkhkhhkhkhkx /

When prompted, type yes to proceed.

Note: During the upgrade process, status messages indicate the progress of
installing various software packages. This is normal.

After the installation is complete and the CD ejects, the system reboots. You
lose connectivity to the server as it reboots. Wait approximately 15 minutes
before continuing.

Log into PuITY by selecting Start > Programs > PuTTY > PuTTY.

Enter the IP address of the server you are connecting to where specified. The
IP address should be on the top of the server.

Click Open.
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21.

Click Yes at the PuTTY Security Alert screen (see [Figure 11).

PuTlTY Security Alert g]

r WARNIMG - POTEMTIAL SECURITY BRE&CH!
[ 38

The server's host ke does nok match the one PUTTY has
cached in the reqiskry, This means that either the

server administrator has changed the host key, or wou
hawe acktually connecked to another computer pretending
to be the server,

The new rsaz key fingerprint is:

ssh-rsa 1024 df:02:88:6d:c1:55:3d:05:4F:00:c2:02: ed: De:fc: 70
If wou were expecting this change and trust the new key,
hit Yes ko update PUTTY's cache and continue connecting.
If wow wank ko carry on connecking buk without updating
the cache, hit Mo,

If wou wank bo abandon the connection completely, hit
Cancel, Hitking Cancel is the ORLY guaranteed safe
choice,

Yes ] I Mo ] [ Cancel ] I Help

ts750471

Figure 11. PuTTy Security Alert

22.

23.

Enter the following user name and password.
User name: root

Password: warning2use

Note: The user name and password are case-sensitive.

Attention: Improper use of this password and command poses significant
risk to the product and your data. Use this password and command only as
documented.

Run the following command at the command prompt:
/var/tmp/set_ve_type

The server begins to finish updating itself and reboots again. You lose
connection to the server as it reboots. Wait approximately 15 minutes before
continuing.

Note: The following messages are displayed:

zelda:/ # /var/tmp/set_ve_type
Software Uprade CVT2.x to CVT3.0.
Copying, Please wait...

Shutting down syslog services done
Starting syslog services done
Start installation VE for Tape....

Installing SM packages.

SMagent started.

SMmonitor started.

Starting mcpConfig script.

untarring files from mcpConfig.tgz:

usr/

usr/share/

usr/share/fluxbox/
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usr/share/fluxbox/init
usr/share/fluxbox/keys
usr/share/fluxbox/menu
etc/
etc/X11/
etc/X11/xdm/
etc/X11/xdm/Xsetup
etc/X11/XF86Config.x346
etc/X11/XF86Config.x366
etc/X11/XF86Config.x3755
configuring /etc/X11/XF86Config
Adding SMClient to /usr/share/fluxbox/menu file
Adding SMClient to /etc/X11/twm/system.twmrc file
creating isadmin group
Create ServiceAgent group and user
Creating CVT3.0 userids
Adding root dirs to vetapeservice path setting
Setting default window manager in /etc/X11/xinit/xinitrc
Modifying /etc/sudoers
Creating /var/log/lastlog file
done with mcp configuration
Installing VE Console GUI.
IBM TotalStorage TS7500 V3 R1 Virtualization Engine for Tape Console installation
completed.
Adding VE Console GUI to fluxbox menu.
Verifying archive integrity... A1l good.
Uncompressing Open iSCSI initiator 2.0-754..........
Stopping iSCSI service...
Uninstalling iscsi-initiator...
Installing open iSCSI initiator 2.0-754...
Adding swap.
mke2fs 1.38 (30-Jun-2005)
Filesystem label=
0S type: Linux
Block size=4096 (1og=2)
Fragment size=4096 (log=2)
488640 inodes, 976896 blocks
48844 blocks (5.00%) reserved for the super user
First data block=0
30 block groups
32768 blocks per group, 32768 fragments per group
16288 inodes per group
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736

Writing inode tables: done
Creating journal (16384 blocks): done
Writing superblocks and filesystem accounting information: done

This filesystem will be automatically checked every 36 mounts or
180 days, whichever comes first. Use tune2fs -c or -i to override.
mke2fs 1.38 (30-Jun-2005)
Filesystem label=
0S type: Linux
Block size=4096 (1og=2)
Fragment size=4096 (10g=2)
727200 inodes, 1454080 blocks
72704 blocks (5.00%) reserved for the super user
First data block=0
45 block groups
32768 blocks per group, 32768 fragments per group
16160 inodes per group
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736

Writing inode tables: done
Creating journal (32768 blocks): done
Writing superblocks and filesystem accounting information: done

This filesystem will be automatically checked every 28 mounts or
180 days, whichever comes first. Use tune2fs -c or -i to override.
Install IBM package for 3494 Library support.

Adding Tmcpd 3494 port to /etc/services file...

Adding Tmcpd entry to /etc/inittab file...

Finish to the installation

Install IBM package for 3494 Library support done.

Found xSeries 366.

Change rotation policy of messages.

Change rotation policy [ 0K ]
Shutting down syslog services done
Starting syslog services done

Change rotation policy of messages done.
Starting the DS4100 agent.
Running...
SMagent Started successfully [ 0K ]
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New storage subsystem was discovered at address 127.0.0.1.
SMc1i completed successfully.

Starting SMmonitor.
Cannot start SMmonitor because SMmonitor is already running.
SMc1i completed successfully.

Starting the DS4100 agent done.
Running PreferredPath, Please wait...
Setting VE Engine type.

Adding the application LUN.

The number of cylinders for this disk is set to 26108.
There is nothing wrong with that, but this is larger than 1024,
and could in certain setups cause problems with:
1) software that runs at boot time (e.g., old versions of LILO)
2) booting and partitioning software from other 0Ss
(e.g., DOS FDISK, 0S/2 FDISK)
mke2fs 1.38 (30-Jun-2005)
100+0 records in
100+0 records out
104857600 bytes (105 MB) copied, 0.480608 seconds, 218 MB/s
Repository sdb.
100+0 records in
100+0 records out
104857600 bytes (105 MB) copied, 0.46492 seconds, 226 MB/s
Mirror of the Repository sdo.
Installing VE RPM package.

Initialize IMA configuration file ......... [ 0K ]
Preparing... HH#HF R F AR A AR A AR A AR A H AR H A A H44H [100%]
l:ve FHH AR A A4 [100%]

International Business Machines, Inc. TotalStorage TS7500 V3 R1 Virtualization Engine
for Tape Server

v3.00 (Build 1465) Setup

Copyright (c) 2001-2008 FalconStor Software. A1l Rights Reserved.

Supported SCSI device(s) found: 48

TotalStorage TS7500 V3 R1 Virtualization Engine for Tape configuration created.
International Business Machines, Inc. TotalStorage TS7500 V3 R1 Virtualization Engine
for Tape

installation completed.

Update VE

Installing VE RPM package done.

Configure the FC drivers.

IBM VE for Tape Server v3.00 (Build 1465)
Copyright (c) 2001-2008 FalconStor Software. A1l Rights Reserved.

Starting VE for Tape SNMPD Module [ 0K ]
Starting VE for Tape Authentication Module [ 0K ]
Starting VE for Tape Server (Compression) Module [ 0K ]
Starting VE for Tape Server (Hifn HW Compression) Module [ 0K ]
Starting VE for Tape Server (Application Upcall) Module [ OK ]
Starting VE for Tape Server (FSNBase) Module [ 0K ]
Starting VE for Tape Server (Upcall) Module [ 0K ]
Starting VE for Tape Server (Application) Module [ OK ]
Starting VE for Tape Server (Application IOCTL) Module [ 0K ]
Starting VE for Tape Server (User) [ 0K ]
Starting VE for Tape Target Module [ 0K ]
Starting VE for Tape Local Client (VBDI) [ oK ]
Loading VE for Tape Resources [ 0K ]
Starting VE for Tape Server IMA Daemon [ 0K ]
Starting VE for Tape Server RDE Daemon [ 0K ]
Starting VE for Tape Communication Module [ 0K ]
Starting VE for Tape Logger Module [ OK ]
Starting VE for Tape Self Monitor Module [ 0K ]

Please wait...

virtualization of LUN 0.0.0.1 done.

Making new kernel image....

Root device: /dev/sdal (mounted on / as ext3)
Module list: fshase fsconf fshba tg3 bonding ()

Kernel image: /boot/vmlinuz-2.6.16.46-229-smp

Initrd image: /boot/initrd-2.6.16.46-229-smp.img

Shared 1ibs: 1ib64/1d-2.4.s0 1ib64/1ibacl.s0.1.1.0 1ib64/1ibattr.so.1.1.0 1ib64/1ibblkid
.50.1.0 1ib64/1ibc-2.4.50 11b64/1ibcom err.so.2.1 1ib64/1ibd1-2.4.s0 1ib64/1ibext2fs.so.
2.4 1ib64/1ibhistory.so0.5.11ib64/1ibncurses.so.5.5 1ib64/1ibpthread-2.4.s0 1ib64/1ibread
line.so0.5.1 1ib64/1ibrt-2.4.s0 1ib64/Tibuuid.so.1.211b64/1ibnss_files-2.4.s0 1ib64/1ibns
s_files.so0.2 1ib64/Tibgcc_s.so 1ib64/Tibgcc_s.so0.1

Driver modules: scsi_mod sd_mod fsbase fsconf fshba tg3 bonding Tibata pata_serverworks

Filesystem modules:
Including: initramfs fsck.ext3
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24.
25.

26.
27.

23938 blocks

You may now have to update your boot Toader configuration.
New kernel image made successfully [ OK ]

making a new kernel image done.

Adding VE auto start.

CVT3 SOFTWARE UPGRADE COMPLETED SUCCESSFULLY..

Rebooting...

Log into PuTITY by selecting Start > Programs > PuTTY > PuTTY.
Enter the IP address of the server you are connecting to where specified.

Note: The IP address should be on the top of the server.
Click Open.

Click Yes at the PuTTY Security Alert screen (see [Figure 12).

PuTlTY Security Alert g]

r WARNIMG - POTEMTIAL SECURITY BREACH!
[

The server's host key does nok match the one PUTTY has
cached in the reqgiskry. This means that either the

server administrator has changed the host key, or wou
hawve actually connected to another computer pretending
ko be the server.

The new rsa? key fingerprink is:

ssh-rsa 1024 df:02:88:6d:c1:55: 3d:05:4F:00:c2:02: ed: De:fc: 70
If wou were expecting this change and trusk the new kesy,
hit Yes to update PuUTTY's cache and conkinue connecking.
If wou wank ko carry on connecting but without updating
the cache, hit Mo,

If wou wank ko abandon the connection completely, hit
Cancel, Hitking Cancel is the OMLY guaranteed safe
choice.,

Yes | | Mo ] | Cancel | | Help

ts750471

Figure 12. PuTTy Security Alert

28.

29.

Enter the following user name and password.
User name: root

Password: warning2use

Note: The user name and password are case-sensitive.

Attention: Improper use of this password and command poses significant
risk to the product and your data. Use this password and command only as
documented.

At the command prompt, make sure all services are running by entering the
following command:

ve status

Note: The following messages are displayed:
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zelda:™ # ve status

IBM VE for Tape Server v3.00 (Build 1465)

Copyright (c) 2001-2008 FalconStor Software. A1l Rights Reserved.

Status of VE for Tape SNMPD Module [RUNNING]
Status of VE for Tape Configuration Module [RUNNING]
Status of VE for Tape Base Module [RUNNING]
Status of VE for Tape HBA Module [RUNNING]
Status of VE for Tape Authentication Module [RUNNING]
Status of VE for Tape Server (Compression) Module [RUNNING]
Status of VE for Tape Server (Hifn HW Compression) Module [RUNNING]
Status of VE for Tape Server (Application Upcall) Module [RUNNING]
Status of VE for Tape Server (FSNBase) Module [RUNNING]
Status of VE for Tape Server (Upcall) Module [RUNNING]
Status of VE for Tape Server (Application) Module [RUNNING]
Status of VE for Tape Server (Application IOCTL) Module [RUNNING]
Status of VE for Tape Server (User) [RUNNING]
Status of VE for Tape Target Module [RUNNING]
Status of VE for Tape Server IMA Daemon [RUNNING]
Status of VE for Tape Server RDE Daemon [RUNNING]
Status of VE for Tape Communication Module [RUNNING]
Status of VE for Tape Logger Module [RUNNING]
Status of VE for Tape Local Client (VBDI) [RUNNING]
Status of VE for Tape Self Monitor Module [RUNNING]
zelda:™ #
N %

Note: If any status is not shown as [RUNNING], type ve restart at the
command line. If the problem persists, contact IBM support

30. Repeat step |14 on page 14| through step for all other servers in

all base frames.
31. Remove the CD from the drive.
32. Return to the step following the one that sent you here.
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Chapter 4. Installing the TS7500 V3.2 Software Upgrade CD

Before you begin

If you are upgrading from TS7500 V2.2 to TS7500 V3.2, you must perform the
installation procedures in [Chapter 3, “Installing the TS7500 V3.1 Software Upgrade|
[CD,” on page 13|before performing the installation steps in this section. If you
have reached this point without performing the steps in [Chapter 2, “Prerequisites,”|
then you must perform them prior to continuing in this section. If you
are upgrading from TS7400 v2.2 to TS7500 v3.2, your system must be at TS7500
v3.1. Refer to [“Verifying correct software level” on page 3|to determine the current
software level of your system.

About this task
To install the TS7500 V3.2 Software Upgrade CD, perform the following steps:

Procedure
1. Obtain the TS7500 V3.2 Software Upgrade CD.
2. Do one of the following, depending the number of installed servers.
¢ If one server is installed, skip to step
* If two servers are installed, continue to step El

3. Start the TS7500 Virtualization Engine management console (VE console)
workstation by performing one of the following:

e If there is a desktop shortcut for the VE for Tape Console application,
double-click it.

* If there is not a desktop shortcut for the VE for Tape Console application,
click Start > Programs > IBM > VE for Tape > VE for Tape Console.

Note: This is the default installation location for the VE for Tape Console
application. The location of the application might differ for you.

4. Double-click VE for Tape Servers to expand the server list.
5. Double-click any server icon.

6. In the VE for Tape User Login window, enter the following user name and
password.

User name: vetapeuser

Password: veuserpassword

Note: The user name and password are case-sensitive.

7. If two servers are installed and failover has been conficured, remove failover
on both the lower and the upper servers (see |[Appendix B, “Removing]
[failover,” on page 67).

8. Place the TS7500 V3.2 Software Upgrade CD into the DVD drive of the lower
server.

9. Log into PuTTY by selecting Start > Programs > PuTTY > PuTTY.

10. Enter the IP address of the server you are connecting to where specified.

Note: The IP address should be on the top of the server.
11. Click Open.
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12.

Click Yes at the PuTTY Security Alert screen (see [Figure 13).

PuTlTY Security Alert

i

WARNIMG - POTEMTIAL SECURITY BRE&CH!

The server's host ke does nok match the one PUTTY has
cached in the reqiskry, This means that either the

server administrator has changed the host key, or wou
hawe acktually connecked to another computer pretending
to be the server,

The new rsaz key fingerprint is:

ssh-rsa 1024 df:02:88:6d:c1:55:3d:05:4F:00:c2:02: ed: De:fc: 70
If wou were expecting this change and trust the new key,
hit Yes ko update PUTTY's cache and continue connecting.
If wow wank ko carry on connecking buk without updating
the cache, hit Mo,

If wou wank bo abandon the connection completely, hit
Cancel, Hitking Cancel is the ORLY guaranteed safe
choice,

Yes ] I Mo ] [ Cancel ] I Help

ts750471

Figure 13. PuTTy Security Alert

13.

14.

15.

16.

Enter the following user name and password.
User name: root
Password: warning2use

Note: The user name and password are case-sensitive.

Attention: Improper use of this password and command poses significant
risk to the product and your data. Use this password and command only as
documented.

Verify that the VE services are running, by entering the following command at
the command line:

ve status

(If the command cannot be found, exit PuTTY, log back into PuTTY and
repeat this step.) All the services should indicate a status of RUNNING. If the
VE services are not running, start them by entering the command

ve start

and repeat this step. If the problem persists, contact your next level of
support.

Mount the TS7500 V3.2 Software Upgrade CD by running the following
command at the command prompt:

mount /dev/hda /media/cdrom

Run the Software Upgrade by running the following command at the
command prompt:

/media/cdrom/SW_CVT3.0_to _CVT3.2
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Attention: The system checks for the amount of RAM available (with 4GB
being the minimum). If the amount of RAM installed is inadequate, do not
continue with installation until the minimum amount of RAM has been
installed.

17. When prompted, type yes and press Enter. The following messages are
displayed:

cvtrasl4:™ # mount /dev/hda /media/cdrom h
mount: block device /dev/hda is write-protected, mounting read-only
cvtrasl4:™ # /media/cdrom/SW_CVT3.0_to_CVT3.2
Total Memory=4052292 Used=%used Free=3394196

WARNING: The CD will format the LUN® and update OS.

Do you want to continue (yes/no)?
yes
Starting...
SOFTWARE UPGRADE CVT3.2.
IBM VE for Tape Server v3.00 (Build 1465)
Copyright (c) 2001-2008 FalconStor Software. A1l Rights Reserved.
Stopping VE for Tape Self Monitor Module [ oK ]
Stopping VE for Tape Logger Module [ oK ]
Stopping VE for Tape Server RDE Daemon [ oK ]
Stopping VE for Tape Server IMA Daemon [ oK ]
Stopping VE for Tape Communication Module [ oK ]
Stopping VE for Tape Target Module [ oK ]
Stopping VE for Tape Local Client (VBDI) [ oK 1]
Stopping VE for Tape Server (User) [ oK ]
Stopping VE for Tape Server (Application IOCTL) Module [ oK ]
Stopping VE for Tape Server (Application) Module [ oK ]
Stopping VE for Tape Server (Upcall) Module [ oK ]
Stopping VE for Tape Server (FSNBase) Module [ oK ]
Stopping VE for Tape Server (Application Upcall) Module [ oK ]
Stopping VE for Tape Server (Compression) Module [ oK ]
Stopping VE for Tape Server (Hifn HW Compression) Module [ OK ]
Stopping VE for Tape Authentication Module [ oK ]
Stopping VE for Tape SNMPD Module [ oK ]
IBM VE for Tape Server v3.00 (Build 1465)
Copyright (c) 2001-2008 FalconStor Software. A1l Rights Reserved.
Starting VE for Tape SNMPD Module [ oK 1]
Starting VE for Tape Authentication Module [ oK ]
Starting VE for Tape Server (Compression) Module [ oK ]
Starting VE for Tape Server (Hifn HW Compression) Module [ OK ]
Starting VE for Tape Server (Application Upcall) Module [ oK ]
Starting VE for Tape Server (FSNBase) Module [ oK ]
Starting VE for Tape Server (Upcall) Module [ oK ]
Starting VE for Tape Server (Application) Module [ oK ]
Starting VE for Tape Server (Application IOCTL) Module [ oK ]
Starting VE for Tape Server (User) [ oK 1]
Starting VE for Tape Target Module [ oK ]
Starting VE for Tape Local Client (VBDI) [ oK ]
Loading VE for Tape Resources [ oK ]
Starting VE for Tape Server IMA Daemon [ oK ]
Starting VE for Tape Server RDE Daemon [ oK ]
Starting VE for Tape Communication Module [ oK ]
Starting VE for Tape Logger Module [ oK ]
Starting VE for Tape Self Monitor Module [ oK ]
Verify the Tape in the drive.
* rebooting now with the CD... =

%

Note: During the upgrade process, status messages indicate the progress of
installing various software packages. This is normal.

After the installation is complete and the CD ejects, the system reboots. You
lose connectivity to the server as it reboots.

18. Wait approximately 15 minutes before continuing.
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19.
20.
21.

22.
23.

Remove the CD from the drive.
Log into PulTY by selecting Start > Programs > PuTTY > PuTTY.
Enter the IP address of the server you are connecting to where specified.

Note: The IP address should be on the top of the server.
Click Open.
Click Yes at the PuTTY Security Alert screen (see .

PulTY Security Alert gl

TT WaRMIMNG - POTEMTIAL SECURITY BREACH!
L

The server's host key dogs not match the one PUTTY has
cached in the registry, This means that either the

setver administrator has changed the hosk key, or wou
have actually connected to another computer pretending
to be the server,

The new rsaz kew fingerprink is:

ssh-rsa 1024 df:02:88:6d:c1:55:3d:05:4F:00:c9:02: ed: 0e:Fc: 70
If wou were expecting this change and trust the new kesy,
hit Yes to update PuTTY's cache and continue connecking.
If wow wank bo carry on connecking but without updating
the cache, hit Mo,

If wou wank to abandon the connection completely, hit
Cancel, Hitking Cancel is the DMLY guaranteed safe
choice,

Yes ] I [ ] [ Cancel ] I Help

ts750471

Figure 14. PuTTy Security Alert

24.

25.

Enter the following user name and password.
User name: root
Password: warning2use

Note: The user name and password are case-sensitive.

Attention: Improper use of this password and command poses significant
risk to the product and your data. Use this password and command only as
documented.

Run the following command at the command prompt:
/var/tmp/set_ve_type

The server begins to finish updating itself and reboots again. You lose
connection to the server as it reboots. Wait approximately 15 minutes before
continuing.

Note: The following messages are displayed:

Shutting down syslog services done
Starting syslog services done
Software Uprade CVT3.0 to CVT3.2.

Copying, Please wait...
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Start installation VE for Tape....
Installing SM packages.
SMagent started.
1s: /var/opt/SM/emwdata*.bin: No such file or directory
1s: /var/opt/SM/emwback*.bin: No such file or directory
SMmonitor started.
Starting mcpConfig script.
untarring files from mcpConfig.tgz:
usr/
usr/share/
usr/share/fluxbox/
usr/share/fluxbox/init
usr/share/fluxbox/keys
usr/share/fluxbox/menu
etc/
etc/X11/
etc/X11/xdm/
etc/X11/xdm/Xsetup
etc/X11/XF86Config.x346
etc/X11/XF86Config.x366
etc/X11/XF86Config.x3755
configuring /etc/X11/XF86Config
Adding SMClient to /usr/share/fluxbox/menu file
Adding SMClient to /etc/X11/twm/system.twmrc file
creating isadmin group
Create ServiceAgent group and user
Creating CVT3.2 userids
Adding root dirs to vetapeservice path setting
Setting default window manager in /etc/X11/xinit/xinitrc
Modifying /etc/sudoers
Creating /var/log/lastlog file
done with mcp configuration
Installing VE Console GUI.
IBM TotalStorage TS7500 V3 R2 Virtualization Engine for Tape Console installation completed.
Adding VE Console GUI to fluxbox menu.
Verifying archive integrity... A1l good.
Uncompressing Open iSCSI initiator 2.0-754..........
Stopping iSCSI service...
Uninstalling iscsi-initiator...
Installing open iSCSI initiator 2.0-754...
Adding swap.
mke2fs 1.38 (30-Jun-2005)
Filesystem Tabel=
0S type: Linux
Block size=4096 (log=2)
Fragment size=4096 (1og=2)
488640 inodes, 976896 blocks
48844 blocks (5.00%) reserved for the super user
First data block=0
Maximum filesystem blocks=1002438656
30 block groups
32768 blocks per group, 32768 fragments per group
16288 inodes per group
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736

Writing inode tables: done
Creating journal (16384 blocks): done
Writing superblocks and filesystem accounting information: done

This filesystem will be automatically checked every 29 mounts or
180 days, whichever comes first. Use tune2fs -c or -i to override.
mke2fs 1.38 (30-Jun-2005)
Filesystem label=
0S type: Linux
Block size=4096 (1og=2)
Fragment size=4096 (log=2)
727200 inodes, 1454080 blocks
72704 blocks (5.00%) reserved for the super user
First data block=0
Maximum filesystem blocks=1488977920
45 block groups
32768 blocks per group, 32768 fragments per group
16160 inodes per group
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736

Writing inode tables: done
Creating journal (32768 blocks): done
Writing superblocks and filesystem accounting information: done

This filesystem will be automatically checked every 36 mounts or
180 days, whichever comes first. Use tune2fs -c or -i to override.
SMagent start.

Install IBM package for 3494 Library support.
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Adding Tmcpd 3494 port to /etc/services file...
Adding Tmcpd entry to /etc/inittab file...

Finish to the installation

Install IBM package for 3494 Library support done.
Found xSeries 366.

Change rotation policy of messages.

Change rotation policy [ ok ]
Shutting down syslog services done
Starting syslog services done

Change rotation policy of messages done.
Starting the DS4100 agent.
Running...
SMagent Started successfully [ oK ]
New storage subsystem was discovered at address 127.0.0.1.

SMc1i completed successfully.

Starting SMmonitor.
Cannot start SMmonitor because SMmonitor is already running.
SMc1i completed successfully.

Starting the DS4100 agent done.
Running PreferredPath, Please wait...
Setting VE Engine type.

Adding the application LUN.

The number of cylinders for this disk is set to 26108.
There is nothing wrong with that, but this is Targer than 1024,
and could in certain setups cause problems with:

1) software that runs at boot time (e.g., old versions of LILO)
2) booting and partitioning software from other 0Ss

(e.g., DOS FDISK, 0S/2 FDISK)

mke2fs 1.38 (30-Jun-2005)
mount: special device /dev/mapper/application-partl does not exist
25283 blocks

10:04:40 up 21 min, 2 users, load average: 2.56, 1.82, 1.29
USER TTY LOGIN@G  IDLE JCPU  PCPU WHAT
root ttyl 09:51 13:28 0.05s 0.05s -bash
root pts/0 09:54 10:14 12.42s 0.00s /bin/sh ./set_ve_type
Installing VE RPM package.

Initialize IMA configuration file ......... [ OK ]
Preparing... #H##FFEHHFFFAAAA AR AR A A A FAFAAAAAA AR A A AAF [100%]
l:ve #H####HEHFFFAFAA AR AR FFFFAAAAAAAAA AR AAFFAAF [100%]

International Business Machines, Inc. TotalStorage TS7500 V3 R2 Virtualization Engine for
Tape Server v3.2.0 (Build 1507) Setup
Copyright (c) 2003-2009 FalconStor Software. A1l Rights Reserved.

Supported SCSI device(s) found: 40

TotalStorage TS7500 V3 R2 Virtualization Engine for Tape configuration created.
International Business Machines, Inc. TotalStorage TS7500 V3 R2 Virtualization Engine for
Tape installation completed.

Installing VE RPM package done.

Configure the FC drivers.

Update VE

Upgrade CVT3.2 system, please wait ...

Recover from 0:0:0:1 and 1:0:0:2.

Recover from 0:0:0:1.

NEW_HOSTNAME is cvtrasl4.

International Business Machines, Inc. TotalStorage TS7500 V3 R2 Virtualization Engine for
Tape Server v3.2.0
(Build 1507) Setup
Copyright (c) 2003-2009 FalconStor Software. A1l Rights Reserved.
Supported SCSI device(s) found: 40
IBM VE for Tape Server v3.2.0 (Build 1507)
Copyright (c) 2003-2009 FalconStor Software. A1l Rights Reserved.
Starting VE for Tape Server (Compression) Module [ oK ]

IBM VE for Tape Server v3.2.0 (Build 1507)
Copyright (c) 2003-2009 FalconStor Software. A1l Rights Reserved.

Starting VE for Tape Server (Hifn HW Compression) Module [ OK ]

IBM VE for Tape Server v3.2.0 (Build 1507)
Copyright (c) 2003-2009 FalconStor Software. A1l Rights Reserved.

Starting VE for Tape Server (Application Upcall) Module [ oK ]

IBM VE for Tape Server v3.2.0 (Build 1507)
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26.
27.
28.

29.
30.

Copyright (c) 2003-2009 FalconStor Software. A1l Rights Reserved.
Starting VE for Tape Server (FSNBase) Module [ ok ]

IBM VE for Tape Server v3.2.0 (Build 1507)
Copyright (c) 2003-2009 FalconStor Software. A1l Rights Reserved.

Starting VE for Tape Server (Upcall) Module [ oK ]

IBM VE for Tape Server v3.2.0 (Build 1507)
Copyright (c) 2003-2009 FalconStor Software. A1l Rights Reserved.

Starting VE for Tape Server (Application) Module [ oK ]
Starting VE for Tape Server (Application IOCTL) Module [ oK ]
Starting VE for Tape Server (User) [ oK ]

IBM VE for Tape Server v3.2.0 (Build 1507)
Copyright (c) 2003-2009 FalconStor Software. A1l Rights Reserved.

Stopping VE for Tape Self Monitor Module [STOPPED]
Stopping VE for Tape Logger Module [STOPPED]
Stopping VE for Tape Server RDE Daemon [STOPPED]
Stopping VE for Tape Server IMA Daemon [STOPPED]
Stopping VE for Tape Communication Module [STOPPED]
Stopping VE for Tape Target Module [STOPPED]
Stopping VE for Tape Local Client (VBDI) [STOPPED]
Stopping VE for Tape Server (User) [ oK ]
Stopping VE for Tape Server (Application IOCTL) Module [ oK ]
Stopping VE for Tape Server (Application) Module [ oK ]
Stopping VE for Tape Server (Upcall) Module [ oK ]
Stopping VE for Tape Server (FSNBase) Module [ ok ]
Stopping VE for Tape Server (Application Upcall) Module [ oK ]
Stopping VE for Tape Server (Compression) Module [ ok ]
Stopping VE for Tape Server (Hifn HW Compression) Module [ OK ]
Stopping VE for Tape Authentication Module [STOPPED]
Stopping VE for Tape SNMPD Module [STOPPED]

Recovering WWPN.

Recovered Persistence Binding

Making a new kernel image.

Root device: /dev/mapper/root-partl (mounted on / as ext3)

Module Tist: fsbase fsconf fshba tg3 bonding dm-multipath dm-rdac dm-mod dm-snapshot
dm-round-robin dm-emc ( dm-mod dm-snapshot)

Kernel image:  /boot/vmlinuz-2.6.16.46-229-smp

Initrd image: /boot/initrd-2.6.16.46-229-smp.img

Shared 1ibs: 1ib64/1d-2.4.s0 1ib64/1ibacl.s0.1.1.0 1ib64/Tibattr.so.1.1.0 1ib64/
1ibblkid.s0.1.0 1ib64/1ibc-2.4.s0 1ib64/1ibcom _err.so.2.1 1ib64/1ibdevmapper.so.1.02 1ib64/
1ibd1-2.4.s0 1ib64/1ibext2fs.s0.2.4 1ib64/Tibhistory.so.5.1 1ib64/1ibncurses.so.5.5 1ib64/
Tibpthread-2.4.so 1ib64/1ibreadline.so.5.1 1ib64/Tibrt-2.4.s0 1ib64/1ibsysfs.s0.1.0.3 1ib64/
Tibuuid.so.1.2 1ib64/1ibnss_files-2.4.s0 1ib64/1ibnss_files.so.2 1ib64/1ibgcc_s.so 1ib64/
Tibgcc_s.so.1

Driver modules: scsi_mod sd_mod fsbase fsconf fshba tg3 bonding dm-mod dm-multipath dm-rdac
dm-snapshot dm-round-robin dm-emc libata pata_serverworks

Filesystem modules:

Including: initramfs dm/mpath fsck.ext3

25284 blocks

You may now have to update your boot Toader configuration.
New kernel image made successfully [ ok ]
Making a new kernel image done.
Adding VE auto start.
CVT3.2 SOFTWARE UPGRADE COMPLETED SUCCESSFULLY..
VE UPGRADE COMPLETED SUCCESSFULLY
Please wait, system will reboot
cvtrasld:/var/tmp #
Broadcast message from root (pts/0) (Wed Aug 19 10:09:49 2009):

The system is going down for reboot NOW!

Wait approximately 15 minutes before continuing.

Log into PuTITY by selecting Start > Programs > PuTTY > PuTTY.
Enter the IP address of the server you are connecting to where specified.

Note: The IP address should be on the top of the server.
Click Open.
Click Yes at the PuTTY Security Alert screen (see [Figure 15 on page 28).
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28

PulTY Security Alert g]

N

WaRMIMNG - POTEMTIAL SECURITY BREACH!

The server's host key dogs not match the one PUTTY has
cached in the registry, This means that either the

setver administrator has changed the hosk key, or wou
hawve acktually connecked ko another computer pretending
to be the server,

The new rsaz kew fingerprink is:

ssh-rsa 1024 df:02:88:6d:c1:55:3d:05:4F;00:c9:02: ed:0e:fc: 70
If wou were expecting this change and trust the new kesy,
hit Yes to update PuTTY's cache and continue connecking.
If wou wank bo carry on connecking buk without updating
the cache, hit Mo,

If wou wank bo abandon the connection completely, hit
Cancel, Hitking Cancel is the ORLY guaranteed safe
choice,

Yes ] I [ ] [ Cancel ] I Help

Figure 15. PuTTy Security Alert

31. Enter the following user name and password.

User name: root

Password: warning2use

Note: The user name and password are case-sensitive.

Attention:

Improper use of this password and command poses significant

ts750471

risk to the product and your data. Use this password and command only as
documented.

32. At the command prompt, make sure all services are running by entering the
following command:

ve status

Note: The following messages are displayed:
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33.

34.

35.

36.

cvtrasld:™ # ve status

IBM VE for Tape Server v3.2.0 (Build 1507)
Copyright (c) 2003-2009 FalconStor Software. A1l Rights Reserved.

Status of VE for Tape SNMPD Module [RUNNING]
Status of VE for Tape Configuration Module [RUNNING]
Status of VE for Tape Base Module [RUNNING]
Status of VE for Tape HBA Module [RUNNING]
Status of VE for Tape Authentication Module [RUNNING]
Status of VE for Tape Server (Compression) Module [RUNNING]

Status of VE for Tape Server (Hifn HW Compression) Module [RUNNING]
Status of VE for Tape Server (Application Upcall) Module  [RUNNING]

Status of VE for Tape Server (FSNBase) Module [RUNNING]
Status of VE for Tape Server (Upcall) Module [RUNNING]
Status of VE for Tape Server (Application) Module [RUNNING]
Status of VE for Tape Server (Application IOCTL) Module [RUNNING]
Status of VE for Tape Server (User) [RUNNING]
Status of VE for Tape Target Module [RUNNING]
Status of VE for Tape Server IMA Daemon [RUNNING]
Status of VE for Tape Server RDE Daemon [RUNNING]
Status of VE for Tape Communication Module [RUNNING]
Status of VE for Tape Logger Module [RUNNING]
Status of VE for Tape Local Client (VBDI) [RUNNING]
\?tatus of VE for Tape Self Monitor Module [RUNNING] )

Note: If any status is not shown as running, issue a ve restart command at
the command line. If the problem persists, contact your next level of support.
Repeat steps |14 on page 22| through for all other servers in all

base frames.

Using the IBM Virtualization Engine for Tape TS7500 User’s Guide that shipped
with the system and the TS7500 Console Installation Disk Version 3.2, update
the VE Console workstation.

Note: You might have to uninstall a previous version of the VE console
workstation in order to install a new version.

Create a new virtual library to update the repository to the CVT3.2 version.
This new library can be deleted if not needed.

Continue to [Chapter 5, “Verifying that required patches have been installed,”|
|on page 31| to verify and download, if needed, the latest software service
updates (patches) from the IBM Support Web site.
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Chapter 5. Verifying that required patches have been installed

Use the following procedure to verify that all the required patches have been
installed on each server (both the upper and lower server if in an HA
environment). It is critical and mandatory that you install all the latest patches
after the software upgrade has been performed and prior to operating the
virtualization engine(s).

About this task

This is a very important step and should not be ignored. All steps should be
performed immediately after the software upgrade has been completed.

Procedure
1. At the VE console workstation, open a Web browser window.

2. In the Web browser address bar, type the following address:
[http: / /www.ibm.com /support

3. In the Search all of support search box, type TS7530 and click the arrow. A list
of search results is displayed.

4. In the Document type menu, select Downloads and drivers and click the
arrow.

5. In the Versions menu, select 3.2 and click the arrow. A list of downloads is
displayed.
6. Write down all the patch numbers present. Example: Patch update-ve146501.

Note: Patches are not hardware dependent, meaning that the TS7500 you are
working on could be using TS7520 hardware but running V3 software.

7. Start the TS7500 Virtualization Engine management console (VE console)
workstation by performing one of the following:

e If there is a desktop shortcut for the VE for Tape Console application,
double-click it.

e If there is not a desktop shortcut for the VE for Tape Console application,
click Start > Programs > IBM > VE for Tape > VE for Tape Console.

Note: This is the default installation location for the VE for Tape Console
application. The location of the application might differ for you.

8. Double-click VE for Tape Servers to expand the server list.
9. Double-click any server icon.

10. In the VE for Tape User Login window, enter the following user name and
password.

User name: vetapeuser
Password: veuserpassword

Note: The user name and password are case-sensitive.

11. Click the Version Info tab to confirm what patches are installed on the
servers. There should be a Version Info entry stating update-vexxxxxxx, where
xxxxxxx is the patch number (see [Figure 16 on page 32).
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Note: You might have to scroll through the log in order to find these entries
depending on the configuration of the TS7500.

zeneral Eﬁ.-'ent Log ‘;EFSiDﬂ II'IF'I'l ||| Akbention Requireﬁ ﬁ

Server Version:
|IBM VE for Tape Server v3.00 (Build 1465.0.01)

Console Version:
|IBM VE for Tape v3.00 (Build 1463)

Patches:

125ep0B8 140946 Install update-ve 146501, patch-
using LTO4 drive, reparted density and max block
125ep08 141550 Install update-ve 1463202, patch-

jobs, and a function to move a tape from the virfua
any status

ts750480

Figure 16. Confirming installed patches

12. Verify that the patches are present. If any patches are not present, install them.
Refer to the IBM Virtualization Engine for Tape TS7500 User’s Guide that came
with your system for instructions on how to install patches.

Note: Always check the IBM Systems Support Web site
[www.ibm.com /support) for the latest patches available. To receive automatic
notification of all new patches, you can subscribe to the My notifications
feature of the site (see [Figure 17 on page 33).
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Support for TS7530 Virtualization Engine
Personalizgt support
Select your product Support & downloads ow Sign in 1
— . I
Flelds marked with an asterisk (*) are required. JL  Download o= Regsiff !
Product family: * Q Troubleshoot |
| Tape systems -
/f Search Stay informed
Product: @ Do T Subzcribe to receive
| T57530 virtualization Engine [v] support notifications.
& Forums & Communities  Leam more
=+ All products 0 Y Plan & upgrades €= My notifications
Install
Available topics: Tell us what you think
Use
['a1ltanire ol £ ® P T .

Figure 17. Subscribing to My notifications

13. Continue to ["Updating Storage Manager on the VE console workstation” on|

|Eage 35.|
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Chapter 6. Firmware

This chapter provides procedures for updating server and controller firmware, and
for verifying firmware levels after an update.

Updating Storage Manager on the VE console workstation

About this task

If the Storage Manager (on the workstation where your VE console application is
installed) is not at level 10.50.35.19 for V3R2, then you must perform the steps
outlined in this chapter.

Procedure
1. To identify the level of your Storage Manager, do the following:

a. From the VE Console workstation, select Start > Programs > Storage
Manager 10 Client > Storage Manager 10 Client.

b. Select Close (see [Figure 18 on page 36).
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(&} Enterprise Management Window Task Assistant

Whaat are the Erterprize and Subsystem Managetment Windows?

Which Task Would You Like To Perform?
The Tazk Asszistant helps you complete tasks guickly and easily within the Enterprize Management
Windowy . Pleaze chooze atask:

Initial Setup:

Add Storage Subsystems
You must add a storage subsystem to the management domain before it can be
configured or managed.

MammeRename Storage Subsystems
Maming a storage subsystem and providing a comment makes it easy to find the
array within the management domain ot determine its physical location.

Bl |7

Caonfigure Aletts
Configuring alerts allovws you to receive email or SHMP notification whenever
there are critical problens on & storage subsystem.

=N
B4

Subsy=stemn Management:

Manage a Storage Subsystem
% Launch the Subsystem Management YWindow to perfarm configuration tasks suc
as lnniral drive crestinn and bot snare assinnment nn A storane sohswstam won

< >

|:| Dan't showe the task assistant at start-up again
Mote: To display the Task Assistant again, select Wiew == Tazk Azsistant.

Clozse

Figure 18. Enterprise Management Window Task Assistant

c. Select Help > About.
2. Click OK.

3. If the Storage Manager is at level 10.50.x.x for V3R2, go to step

Otherwise, continue to step
4. Uninstall the current version of Storage Manager by performing the following
steps:
a. Click Start > Settings > Control Panel
b. Double click Add or Remove Programs.

c. Locate and click IBM DS4000/FastT Storage Manager Host Software
version aa.bb.cc.dd.

d. Click Change/Remove.
e. Click Next.

f. Click Complete Uninstall.
g. Click Next.
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h. Click Done.
i. Close the Add or Remove Programs and Control Panel windows.

5. Load the Virtualization Engine TS7500 Base Firmware Update Disk into the
CD-ROM drive of the workstation with the VE console application.

Note: If you have a previous version of the TS7500 firmware CD, discard it.
Use the disc included in this ship group instead.

6. If the installation wizard does not start automatically, go to the
x:\Too1s/TS7500-disks\StorageManageriin\
ibm_sw_ds4kfc_10.50.xx.19 windows_int1386\WSO3WSO8 10p50 IA32\Windows
folder on the CD and double-click SMIA-WS32-10.50.35.19.exe. The Storage
Manager Installation wizard starts.

7. Select Language and click OK.

8. In the Introduction page of the wizard, click Next.

NaEE|

Introduction

& HEMDEA000/EASH S torage Manaeend

The installation program will allow you to select and install the
storage array host software and tools required to configure, manage,
and muonitar & storage array.

InstallAnywhera by Zero G

Figure 19. Storage Manager installation wizard Welcome page

ts750063

9. In the Copyright Statement page of the wizard, click Next.
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L B DSA000/FASH 5107 age Manager o - =] ﬂ1

| Copyright Statement

(Y Copyright International Business Machines Carparation,
2003-2006 Licensed Material -
Frogram Property of IEM
All Rights Reserved.

.‘“

vl

US Government Users Restricted Rights - Use, Duplication, or
dizclosure restricted
by GSA ADP Schedule Contract with 1B Corp.

InstallAmmwhere by Zero G

‘ Frevious ] ’_ M e ]

ts750056

Figure 20. Storage Manager installation wizard Copyright Statement page

10. In the License Agreement page of the wizard, click I accept the terms of the
License Agreement and then click Next.

& UBHDSA000/ A5t Storaze Manazerd CIEx

| License Agreement

Installation and Use of IBM DS4000/FASET Storage Manager
Requires Acceptance of the Following License Agreement:

License Agreement for Machine Code

You accept the terms of this IBM License Agresment for
Iachine Code ("Agresment") by your initial use of a Machine
that containz Machime Code,

The term "Iachine Code" means microcode, hasic

input/output systemn code (called "BIOS"), utility programs,

device drivers, and diagnostics delivered with an [BIVI

Wachine, and may sometirnes be referred to as "Licensed

Internal Code" or "LIC" in documentation or on the IMachine _

(&) { accept the terms of the licenze Agreement

O | do MOT accept the terms of the Lcense Agreement

InstallAnywhere by Zero G

i Previous l [ Mext

ts750059

Figure 21. Storage Manager installation wizard License Agreement page

11. In the Choose Install Folder page of the wizard, click Next .
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A=

Choose Install Folder

E"‘-.'!‘. |EMIDS2000EASHEStoraoe Maraeer o)

Where Would You Like to Install?
CHProgram FilesBM_DS4000

Restare Default Falder H Choose...

InstallAmawhere by Zero G

Previous | [ mewt |

Figure 22. Storage Manager installation wizard Choose Install Folder page

ts750058

12. In the Select Installation Type page of the wizard, click Management Station

and then click Next.

L B[]

Select Installation Type

f"t—-'!'- IEMIDEA000/ AR EStoraoe Manaoen o

Typical {(Full Installation)
Installs all of the sofbware you'll need. This is a safe choice if you
do not know which installation type to select.

Management Station

Includes the softmare needed to configure, manage, and monitar a

storage array. This option is for vourwodstation or management
FC.

custom
Choose thiz option to customize the features to be installed. Also, if
rneaded, use this option to install the Jawa Accessibility Bridge.

InstallAnywhere by Zero G

‘ Prewious ] [ Iet

Figure 23. Storage Manager installation wizard Select Installation Type page

13. In the Automatically Start Monitor? page of the wizard, click Do not
Automatically Start the Monitor and then click Next.
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|

fi" PDS000/FASH 5107 a0 Mandser 9 AER

Automatically Start Monitor?

With this type of installation the |IBM DS4000F A5tT Storagehdanager 9
Monitar will alzo be installed. Waould you like to start the monitar
autamatically when installation completes and whenever the computer is
re-hooted in the future?

) Automatically Start Monitor (Recommended):

Start the monitor automaticaly when installation completes and wheneyver
the computer is re-booted in the future.

(%) Do not Automatically Start the Monitor:

Lo not start the monitor automatically (you will need to start the monitar
rratially).

Mote: The monitor should be running on only one of the computers
connected to the array .

InstallAmewhere by Zero G

| Cancel

Frevious l [ Mext

Figure 24. Storage Manager installation wizard Automatically Start Monitor? page

14. In the Pre-Installation Summary page of the wizard, click Install.

& B/ DS4000/EASH Storace Manager,0 CEXx

¥

~
s
i
®
3
o
L
hY .

7

Pre-Installation Summary

Please Review the Following Before Continuing:
Install Folder:
CAProgram Files\Bn_D34000

Required Disk Space
122 MB

Available Disk Space
56,544 MB

InstallAmewhere by Zero G

| Cancel

Frevious ][ Install J

Figure 25. Storage Manager installation wizard Pre-Installation Summary page

15. In the Install Complete page of the wizard, click Done.
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| InstallAmawhere by Zero G

IEMIDSA000/EASIES oraoe Maaoernd)

CIEx]

Install Complete

CAProgram Files\BM_DS4000

Select"Done” to exit the installation program.

The installation completed successfully. Files were installed to;

Cone

Figure 26. Storage Manager installation wizard Install Complete page

16.

17.

Eject the Virtualization Engine Base Firmware Update Disk from the

workstation's CD-ROM drive.

ts750057

Start the Storage Manager application by clicking Start > Programs > Storage

Manager 10 Client > DS Storage Manager 10 Client.

In the Select Addition Method window, click Manual: and then click OK.

The Enterprize Managetment Windawy iz not configured 1o monitar or manage any
storage subsystemns. Choose a method for the addition of storage subsystems:

" Automatic:

Dizcovers storage subsystems automatically within the local sub-netwark.
The discovery process may take several minutes to complete.

option is typically used only 1o add a storage subsystem that is outzside the
local sub-network.

I, Cancel | Help |

ts750048

Figure 27. Select Addition Method window

19.

In the Add Storage Subsystem window:
a. Click In-band management:.

b. In the Host: field, enter the ethQ IP address (the IP address of Ethernet

port 1) of the Server to be added.
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Note: The IP address can be found on a label on the top of the server.
c. Click Add.

fes : “l
@ Al SHOTEEE SUREYSLE) @

You can add storage arays to your management domain in tvwo different
weays (Out-of-band or In-band), Out-of-band managemett is done
through each controller's Ethernet connection. In-band management is
done through & host running appropriste host software.

‘Whiat are in-band and out-of-band management connections?

() Qut-of-band managerment:

Mote: If you are adding an out-of-band controller for a
partially-managed storage subsystem, please entet it inthe first field
regardless of whether it iz the first or zecond cortraller.

Adding controllers with more than one Bthernet port

@' In-band management:
Host (host name or P address):

192.165.0.1

I Al H Cancel H Hel ]

ts750025

Figure 28. Add Storage Subsystem window

20. In the Storage Subsystem Added window, perform one of the following:

* Click Yes and repeat step [L19 on page 41|if other servers are present.

 Click No if there are no other servers present or all servers that are present
have been added
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il Storage Subsystem Added ' x|

The specified host was added successiully.
You may nowy manage all storage subsystems managed through
@ thiz host using the Toolz==Manage Storage Subsystem aption in

the Erterprize Management Windowe.

Wiould you like to add another’?

ts750066

Figure 29. Storage Subsystem Added window

21. If the Enterprise Management Window Task Assistant window is open, click
Close.
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(&} Enterprise Management Window Task Assistant

Whaat are the Erterprize and Subsystem Managetment Windows?

Which Task Would You Like To Perform?
The Tazk Asszistant helps you complete tasks guickly and easily within the Enterprize Management
Windowy . Pleaze chooze atask:

Initial Setup:

Add Storage Subsystems
You must add a storage subsystem to the management domain before it can be
configured or managed.

MammeRename Storage Subsystems
Maming a storage subsystem and providing a comment makes it easy to find the
array within the management domain ot determine its physical location.

Bl |7

Caonfigure Aletts
Configuring alerts allovws you to receive email or SHMP notification whenever
there are critical problens on & storage subsystem.

=N
B4

Subsy=stemn Management:

Manage a Storage Subsystem
% Launch the Subsystem Management YWindow to perfarm configuration tasks suc
as lnniral drive crestinn and bot snare assinnment nn A storane sohswstam won

< >

|:| Dan't showe the task assistant at start-up again
Mote: To display the Task Assistant again, select Wiew == Tazk Azsistant.

Clozse

Figure 30. Enterprise Management Window Task Assistant

22. After Storage Manager has been verified or updated to the required level on
the VE console workstation, continue to [“Updating firmware on the servers.”|

Updating firmware on the servers

44

Before you begin

Before starting the firmware upgrade procedure, make sure that:
* The system is at the TS7500 V3 R2 software level

* All defined drives in the application are offline.

* All replication processes have been stopped.

Attention: Do not attempt to update the firmware on the servers unless the
system is at the TS7500 V3 R2 software level. Doing so poses significant risk to the
product and your data.
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Procedure
1. Obtain the TS7500 Base Firmware Update Disk that shipped with this ship
group.
2. Do one of the following, depending the number of installed servers.
* If one server is installed, skip to step
* If two servers are installed, continue to step El

3. Start the TS7500 Virtualization Engine management console (VE console)
workstation by performing one of the following:

e If there is a desktop shortcut for the VE for Tape Console application,
double-click it.

* If there is not a desktop shortcut for the VE for Tape Console application,
click Start > Programs > IBM > VE for Tape > VE for Tape Console.

Note: This is the default installation location for the VE for Tape Console
application. The location of the application might differ for you.

4. Double-click VE for Tape Servers to expand the server list.
5. Double-click any server icon. The VE for Tape User Login dialog is displayed.
6. Enter the following user name and password.

User name: root

Password: warning2use

Note: The user name and password are case-sensitive.

Attention: Improper use of this password and command poses significant
risk to the product and your data. Use this password and command only as
documented.

7. If two servers are installed and failover has been configured, remove failover
on both the lower and the upper servers (Appendix B, “Removing failover,”|

on page 67).

8. Insert the Virtualization Engine Base Firmware Update Disk into the
DVD-ROM drive of the first TS7500 Server.

9. Log into PuTTY by selecting Start > Programs > PuTTY > PuTTY.
10. Enter the IP address of the first TS7500 server where specified.
11. Select Open.
12. Enter the following user name and password.

User name: root

Password: warning2use

Note: The user name and password are case-sensitive.

Attention: Improper use of this password and command poses significant
risk to the product and your data. Use this password and command only as
documented.

13. In the PuTTY window, type the following command: reboot
The Virtualization Engine Base Firmware Update Disk automatically updates
the firmware on the system reboot. You lose connection to the server as it
reboots.

Note: If the Virtualization Engine Base Firmware Update Disk ejects, remove
the firmware CD from the DVD-ROM and manually power cycle the server
by pressing and holding the white recessed power-control button on the
server operator panel until the power-on LED is flashing. When the power-on

Chapter 6. Firmware 45



LED is flashing, press the white recessed power-control button again to power
on the server. You do not need to hold the button to restart the server.

14. Wait approximately 15 minutes before continuing.

15. Repeat steps through [14{ for each server present, placing the
Virtualization Engine Base Firmware Update Disk in the server being updated.

16. After the firmware has been verified or updated to the required level on the
servers, continue to [“Updating the SV6 controller firmware level” on page 53/

Identifying the controller firmware level

To determine the firmware level of your controllers, perform the following:

Procedure

1. If the Storage Manager application is not already running, start it by clicking
Start > Programs > DS Storage Manager 10 Client > Storage Manager 10
Client

2. If the Select Addition Method dialog is displayed, perform the following
steps. Otherwise, skip to step E on éage 49

B3 Select Addition Method

Mo storage subsysbems have been discovered or added. Choose a method For
the sddition of storage subsystems:

) Automatic:

Discovers storage subsystems automatically within the local sub-network,
The discovery process may bake several minutes bo complete,

Add storage subsystems by host or controller IP address or host name, This
option is bypically used only to add a storage subsystem that is cutside the
local sub-network.

[Dlﬂ:][taru:el]

Figure 31. Select Addition Method dialog

a. In the Select Addition Method dialog, select Manual:. Click OK.
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Smpt

The Erterprize Managetment Window iz hot configured 1o monitor oF manage any
storage subsystems. Chooze a method for the addition of storage subsystems:

L Automatic:

Dizcovers storage subsystetms autamatically within the local sub-network.
The dizcovery process may take zeveral minutes to complete.

Add storage subsystems by host or controller IP address or host name. This
option iz typically used only to add & storage subsystem that iz outzide the
local sub-network.

I, Cancel | Help |

it} Select Addition Method x|

s750048

Figure 32. Select Addition Method dialog

b. In the Add Storage Subsystem dialog, select In-band management:.
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B : "‘l
@ Al SLOnage SUREYELa @

You can add storage arays 1o your management domain in two different
weays (Out-of-band or In-band). Out-of-band management is done
through each controller's Ethernet connection. In-band management is
done through & host running appropriste host softveare.

Whaat are in-band and out-of-band management connections?

{:} Ct-of-band management:

Mate: If you are adding an out-of-band contraller for &
partially-managed storage subsystem, pleaze enter it inthe first field
regardless of whether it iz the first or zecond cortraller.

Adding controllers with more than one Bthernet port

@' In-band management:
Host (host name or IP address):

192.165.0.1

I Al H Cancel H Helf ]

ts750025

Figure 33. Add Storage Subsystem dialog

c. In the Host: field, enter the ethO IP address (the IP address of Ethernet port
1) of the Server to be added.

Note: The IP address can be found on a label on the top of the server.
Click Add.
In the Storage Subsystem Added dialog, perform one of the following:

* Click Yes and repeat step if other servers are present.

* Click No if no other servers are present or all servers have been added.
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B Storage Subsystem Added

é() The storage subsystem was added successfully.

Wauld vou like bo add another?

Lies J[ o |

Figure 34. Storage Subsystem Added dialog

f. If the Enterprise Management Window Task Assistant window is open,
click Close.

3. If there are multiple subsystems on your network, perform the following steps
to select the one you want:

a. Right-click a subsystem.

b. Select Locate Storage Subsystem. After a few seconds, the Global Locate
LED Ef comes on.

c. Verify that you have selected the right subsystem.
d. Select OK to turn off the LED.

.Hl\ml\ml\“ll\“ll\“ll\“ll\“ll\“||LH|LH|LH|\M I

|

. BmeEm

Figure 35. Global Locate LED

4. Double-click the subsystem you selected.
5. In the Subsystem Management Window Task Assistant dialog, determine

whether the subsystem is in an optimal state or needs attention. Record this
information for use in step [11 on page 51
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%%z Base1-SVéLower - Subsystem Management Window Task Assistant E]

What are the Erterprize and Subsystern Management Windows

Summary Health Status: Storage Subsystem Basel1-SVGLower @ Optimal

Which Task Would You Like To Perform?
The Tazk Assistant helps you complete tasks quickly and easily. Please choose atask:

Storage Subsystem Configuration

Configure Storage Subsystem
Create logical drives, configure RAID levels, and az=sigh hat zpare drives.

Define Hosts
Define the hosts and associated HBA host ports connected to the storage
subsystem.

Create Mewy Storage Partitions
Set up storage partitions by assigning hosts to storage subsystem logical drives.

Map Additional Logical Drives
Add logical drives to existing storage partitions or the default group.

Save Configuration
Store configuration parameters in a file for use during restoration or replication.

o) | =] ) &)

Additional Tasks

— Change Default Host Type (Operating System)
Currently et for: Linwx hl

|:| Don't showe the task assistant st start-up again
Mote: To dizplay the Task Azzistant again, select View == Task Azsistant.

SetiChange Password
ravide a password for the storage subsystemn to prevent harmful operstions or
ata loss.

o

Close

Figure 36. Subsystem Management Window Task Assistant dialog

6. Select Close.
7. Right-click controller A and select Properties
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Base1-SVé&Upper - IBM System Storage DS4000/FASTT Storage Manager 9 (Subsystem Management)

Storage Subsystem  View Mappings Aray Logical Drive  Controller Drive  Advanced  Help %
B E 3 B el 9
J &) Logical/Physical Yiew @ Mappings View
Logical Physical
= °Stwage Subsystem Basel1-S¥&Upper Enclasure 8% - SATA Sate
%Array 1 (RAID 5) (front)

= Gz gopopoopooapmedd

{back)

A

view Associated Elements

Locate Contraller Enclosure ﬂ

Change »

B &3 0 &

Figure 37. Selecting Properties

8. On a piece of paper, record the firmware level of the controller.
9. Select Close.

10. Repeat steps through El for controller B.
11. If the subsystem was in an optimal state during step skip to step
ilZ on page 52

If the subsystem needed attention, perform the following steps:

a. Select Storage Subsystem > Recovery Guru
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3 Base1-SV6Upper - IBM System Storage DS4000/FAStT Storage Manager 9 (Subsystem Management)

{C View Mappings Aray LogicalDrive Contraler Drive Advanced Help
o ' & )
Locate b
[ Mappings Yiew
Configuration 3 Physical
; Enclosure 85 - SATA SR
Bremium Features 3
Remate Mirraring 3 Front)
Maritor Performance. . & ver
change 3 (back)
Set Controller Clacks. . A m
Manage Enclasure Alarm. . LR p—

Rename...

Set Password, ..

Exit

- [sSSTal

Figure 38. Selecting Recovery Guru

b. Perform the recommended recovery steps to fix the problems.

Note: If, after you perform the recovery steps, the subsystem still needs
attention, contact IBM service at [www.ibm.com/planetwide| The machine
type is 3955 model SV6 or SX6 and the serial number is found on the
drawer label. You must eliminate all storage fault conditions before you
continue with the SV6 firmware update.

c. If the state of the subsystem becomes optimal, go to step

12. Exit from the Subsystem Management window by selecting Storage
Subsystem > Exit.

13. Repeat steps through [12| for each controller that is connected to
the system you upgraded or is running V3.2 code.

What to do next

e If the controller firmware level you recorded in step |8 on page 51| is 7.36, go to
[“Updating the SX6 expansion firmware level” on page 60.

« If the controller firmware level in not at 7.36, go to [“Updating the SV6 controller
[firmware level” on page 53]

3954 Upgrade and Migration Guide


http://www.ibm.com/planetwide

Updating the SV6 controller firmware level

For controller firmware level 6.x, you must update the controller firmware with the
controller firmware upgrade utility.

Before you begin

Before you start, make sure that you have an adequate maintenance window to do
the upgrade. The upgrade utility provides an estimate of the time required to
upgrade your specific configuration. The microcode of the DS4000 storage server
controllers consists of two packages:

e Controller firmware
* NVSRAM

The NVSRAM is similar to the settings in the BIOS of a host system. The firmware
and the NVSRAM are closely tied to each other and are therefore not independent.
Be sure to install the correct combination of the two packages.

Important: Before upgrading the storage server firmware and NVSRAM, make
sure that the system is in an optimal state. If not, run the Recovery Guru to
diagnose and fix the problem before you proceed with the upgrade. Always read
the readme before upgrading any firmware to check for compatibility with your
system.

About this task

To update the controller firmware with the firmware upgrade utility, perform the
following steps.

Procedure
1. If the firmware upgrade utility is not already installed, perform the following
steps.

a. Load the Virtualization Engine TS7500 Base Firmware Update Disk into
the CD-ROM drive of the workstation with the VE console application.

Note: If you have a previous version of the software upgrade CD with a
different part number, discard it. Use the disc included in this ship group
instead.

b. If the CD does not automatically run, go to My computer and double click
the CD-ROM drive where the CD was inserted.

c. Open the following folder: Tools\TS7500-Disks\StorageManageriin\
ibm_sw_ds4kfc_10.50.xx.19_windows_int1386\WSO3WSO8 10p50_IA32\
Controller_Firmware_Upgrade_Tool

d. Double-click the file SMFWUpgInstaller-WS32-10.36.35.10.exe and follow
the prompts. The firmware upgrade utility is installed.
e. Do not remove the firmware CD from the CD-ROM
2. To start the upgrade utility program, select Start > Programs > Storage

Manager 10 Firmware Upgrade > Storage Manager 10 Firmware Upgrade. A
dialog similar to the one shown in [Figure 39 on page 54is displayed.
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4 Controller Firmware Upgrade i =10l

Storage Subsystem

T o [
= | add...

= Mo storage subsystems have been discovered or added, Choose a method for
) | Refresh the addition of storage subsystems:
= | View Log ¥ Automatic:

Firmware 3 :
The discovery process may take several minutes to complete.
4- | Download. ..
" Manual:
o | Activate Add starage subsystems by hast or contraller IP address or host name. This

x | Clear... local sub-netwark,

Wiew readme File
About this utility

# Select Addition Method x| %

Discovers storage subsystems automatically within the local sub-network,

option is bypically used only to add a storage subsystem that is outside the

Cancel |

Figure 39. Firmware upgrade utility

3.

If the Select Addition Method dialog is not automatically displayed as shown

in click Add....

Select Manual: and click OK.
In the Add Storage Subsystem dialog, perform the following steps:
a. Click In-band management:.

b. In the Host: field, enter the ethO IP address (the IP address of Ethernet
port 1) of the Server.

Note: The IP address can be found on a label on the top of the server.
c. Click Add.
In the Storage Subsystem Added dialog, perform one of the following:
* Click Yes and repeat step [5|if other servers are present.
* Click No if no other servers are present or all servers have been added

Note: You can add multiple DS4000 systems in the upgrade utility. Install one
first, and then, if the operation was successful, continue with others in a single
pass. The utility program can download and activate firmware images to the
same DS4000 model and controller type in a parallel fashion.

If prompted for a password, type warning2use.

Attention: Improper use of these commands and passwords poses significant
risk to the product and your data. Use them only as documented.
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X Enter Password - Base1-SV6Upper

®

Storage Subsystem: Basel-5S¥G6Upper

Enter password:

This operation requires the storage subsyskem
passward,

Lok

| Cancel

Figure 40. Entering password

8. Click OK.

Note: You will be prompted to enter a password for each storage subsystem

present.

If multiple systems are added or automatically discovered, they are presented
in the graphical interface and sorted by controller types and grouped as

upgradeable or non-upgradeable, as shown in

1} After the DS4000

system is added successfully, the upgrade utility performs an automatic check
for any non-optimal condition that would prevent the upgrade from

succeeding.

& Controller Firmware Upgrade

Storage Subsystem

e | Add...
z | Refresh
| ‘iew Log

Firmware

4 Diowenload. ..

o | Activate

View readme file
About this utility

=101 x

Marme I Skatus Type | Current Yersion | Pending Versionl
034100 ® Mok upgradeable zazzlzEzz 06.16,16.00 06.16.16.00
0543007 ® Mok upgradeable 2aa2/z2a82 06.16.16.00 06.16.16.00
54500 ® Mok upgradeable S354/5654 06.16.16.00 06.16.16.00
DS4800 {é Upgradeable: Meeds. .. 6091 /6091 06.16.16.00 Tane
(] ‘f Upgradeable; Optimal &091 /5091 06.16,16,00 one
{4 Upgradeable: Optimal 3994/3994 06,23,05.00 Mone

I Mo problems detected.

Figure 41. Firmware upgrade utility: Status window
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9.

10.

Check the status detected by the upgrade utility for your specific DS4000 to
upgrade. The status column shows different values depending on the version
found in the storage system and the system itself, since not all the models are
compatible with Version 7.xx and later. Models not supported by this
firmware continue to use the Storage Manager to install upgrades up to the
latest level available for the particular model. The only status that allows you
to proceed with the firmware upgrade is Upgradeable:Optimal, as shown in
[Figure 41 on page 55|

If the status is not optimal, you can use the view log option to find the reason
detected by the utility.

a. Select a storage subsystem.

b. Click the View Log icon

The conditions as checked by the utility for a system to be upgradeable and
optimal are:

* Status upgradeable if all of the following are true:

— The storage subsystem supports Version 7.10 or later and is a DS4200,
DS4700, or DS4800

— The current version is equal to or later than 6.14 (minimum) and earlier
than 7.10 (already upgraded)

* Status optimal if all of the following are true:
— No failed assigned drives are found
— No hot spares replacing failed drives are found
— No volumes are missing
— Both controllers are in optimal status
— No operations are in progress

If there is a problem with any of the above conditions, the utility program
does not allow the upgrade of the affected DS4000 subsystem. Other
non-optimal conditions are indicated, and you should correct them before
proceeding with the upgrade. (The upgrade utility will perform the upgrade
even if you do not.)

A common reason for a status of “Not upgradeable” (Figure 42 on page 57) is
that the event log is full and needs to be cleared and all event entries deleted.
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IBM System Storage DS4000 Controller Firmware Upgrade Tool E]@

Storage Subsystem Mame Status Board ID | Current Yersion Pending Yersion |
Add... Basal-SYEUpper {8) Mot upgradeable 3992/3992 07.36.17.00 hone:
Basel-SYbLower () Mot upgradeable 3992/3992 07.36.14.01 Hone

Refresh
View Log

Firmware

Wiew readme file
About this ubility

Download. .

Clear...

»

| problem detected.

Figure 42. Not upgradeable status

11.

The event log is cleared by using the Storage Manager. Highlight the storage
subsystem (repeat this procedure for each storage subsystem) and then select
menu option Advanced > Troubleshooting > View Event Log. Click Clear All
and type yes to confirm that you want to clear all the event log entries. Close
the Event Log window and go back to the Firmware Upgrade Tool. Click
Refresh to recheck your storage subsystem status.

Important:

Make sure to install the firmware for each of the DS4000 components (ESM,
drives, controller, NVSRAM) in the sequence described in the readme file
for that version.

Update the controller firmware first, and then the NVSRAM.

Any power or network/SAN interruption during the update process might
lead to configuration corruption or extended downtime. Therefore, do not
power off the DS4000 storage server or the management station during the
update. If you are using in-band management and have Fibre Channel hubs
or managed hubs, then make sure that no SAN-connected devices are
powered up during the update. Otherwise, this can cause a loop
initialization process and interrupt the process.

Click the Download button in the left margin (Figure 41 on page 55) under

Firmware. A dialog is displayed (Figure 43 on page 58).
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X

Download Firmware

Current wersions

Firmware: PkgInfo 06.60,03.00
MYWSRANM: M1314D420R960V03

Seleck Files

Selected Firmware file:
-_Code_073617001FIRMWARE|DS42001F% _D34200_07361700.dip | [ Browse...

Firrnwware File information
Firmware=07,36,17.00

Download MYSRAM File with Firmware

Selected MYSRAM File:
| troller_Code_073617004WySRAM|DS42004N1814D42R 103612 dip | [ Browse. ..

MYSRLAM File information

Mo displayable attributes associakbed with this file,

[ (6] H Cancel H Help ]

Figure 43. Selecting downloads and source files

12.

13.
14.

15.

Note: The utility window is the same as the one obtained when updating
through the Storage Manager, although the utility and background process are
different.

Click Browse next to the Selected firmware file text box and navigate to
X:\Firmware\SV6\Controller_Code 07361700\ FIRMWARE\DS4200, where X is the
drive letter of the CD-ROM drive.

Select FW_DS4200_07361700.dlp and click OK.

In the Select Files window, click Browse next to the Selected NVSRAM file
text box and navigate to X:\Firmware\SV6\Controller_Code_07361700\
NVSRAM\DS4200, where X is the drive letter of the CD-ROM drive.

Select N1814D420R1036V12.dlp, and click OK. The dialog shown in

is displayed.
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. Confirm Download

L You have elected ko transfer Firmware File
\v RC_A7106400_crystal_399x¢,dip and MYSRAM File
M1514047R1010%04,.dlp and activate them immediately,
There could be pending wersions that already exist buk have nak
been ackivated, IF you proceed, you will owerwrite those Files,

The controllers will be offline during the activation process, Make
sure that no hosts, applications, ar File syskems are attempring ko
access the storage subsyskem,

WARNIMG

Check yaur documentation ko ensure that the NYSRAM File is
compatible with the firmware file, When activated, an incompatible
MY SRAM file may cause Features inherent with the Firmware ko
behawve unusually,

Ackivating an MYSRAM File will overwrite the current MYSRAM File, IF
woul customized any of your current NYSEAM settings, you should
record these custom settings now, Depending on the contents of the
new MYSEAM File, ywau may need ko re-apply the cuskorm settings
after the download is complete,

This operation may kake a long time ko complete and you cannaot
cancel it after it starks,

Are you sure you wank bo continue?

Yes Mo

Figure 44. Confirming download

16. Click Yes to continue.

17. Observe the progress indication during the file transfer and activation. After

these operations are complete, the utility indicates the result of the operation.
-

If the transfer and activation were successful, the window shown in

is displayed.
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# Controller Firmware Upgrade N

=10 %]

Storage Subsystem

Mame I Skatus I Type I Current Yersion I Pending Versionl

il Add... D34100 ® Mot upgradeable ZR22IZE22 06.16,16.00 0&.16,16.00

= D54300T ® Mot upgradeable 238212332 06.16.16.00 06.16,.16.00

il A= DS4500 {S) Mat upgradeable 5554/5564 06.16.16.00  08.16.16.00

DS4800 {s Upgradeable: Meeds. .. 609176091 06.16.16.00 Maone

DS4300 EXPE10 'ﬁ Upgradeable; Optimal &091 fA091 06.16.16.00 Mone

DS4800-Prod lﬂl Unresponsive 609176091 06.16.16.00 Norne

4 | Downioad... e v/ Firmware upgraded 399443 glsilel
+ | Activate

2| Clear

Wiew readme File
Ahout this iy IND problems detected.

Figure 45. Firmware upgraded

If the operation finishes with an error, the utility displays failure details in the
notification field. Check additional details for all the process using the view

log option.

18. Close the Controller Firmware Upgrade tool.

19. Continue to [‘Updating the SX6 expansion firmware level.”|

Updating the SX6 expansion firmware level

60

About this task

Perform the following steps if there are SX6s in the frames of system you

upgraded. If no SX6s are present, go to

“Configuring the Call Home functionality]|

finstalled during migration” on page 63.

Procedure

1. If the Virtualization Engine Base Firmware Update Disk is not already in the

CD-ROM drive on the VE console workstation, insert it.

2. If Storage Manager 10 Client is already running, skip to step
Otherwise, select Start -> Programs -> Storage Manager 10 Client -> Storage

Manager 10 Client.

3954 Upgrade and Migration Guide



() Enterprise Management Window Task Assistant

What are the Erterprize and Subsystem Management Windows?

Which Task Would You Like To Perform?
The Tazk Assistant helps you complete tazks guickly and easily within the Enterprize Management
Windowy . Please choose a task:

Initial Setup:

Add Storage Subsystems
You must add a storage subsystem to the management domain before it can be
configured o managed.

MarmeRename Storage Subsystems
Maming a storage subsystem and providing a comment makes it easy to find the
array within the management domain ot determine its physical location.

Bl |7

Caonfigure Aletts
Configuring alerts allovys you to receive email or SHMP notification wwhenever
there are critical problems on a storage subsystem.

=N
B4

Subsy=stem Management:

Manage a Storage Subsystem
% Launch the Subsystem Management Window to perfarm configuration tasks suc
as lnrtical drive creatinn and bot snare assinnment on A storane s khswstam won

4 >

|:| Dan't showe the task assistant at start-up again
Mote: To display the Task Assistant again, select Wiew == Task Assistant.

Cloze

Figure 46. Enterprise Management Window Task Assistant

3. Click Close.

4. From the Subsystem Management window, select Advanced -> Maintenance ->
Download -> ESM Firmware.
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% ITSO_LEFT - IBM TotalStorage DS4000,/FASET Storage Manager 9 {(Subsystem Management) - E||5|

Storage Subsystem “iew Mappings Array Logical Drive  Controller Drive | Advanced Help g
E” ‘ @” !” &I&I ‘ gl | EI ﬂamtananie b Controller Firmware,
Troubleshooting »  Activate Controller Firmware. ., Controller NVSRAM. ..
B3 Logi wsical View I &% ings Wiew | éecovery » E\ear Contraller Firmware, . Qr\;e FirmwarefMode Pages. ..
Logicsl iTSEEE] Persistent Reservations. ..
-2 Storage Subsystem ITS0_LEFT Enclosure 51 (back) e
8 Total Unconfigured Capacity (7,240,793 GE) a lﬁ —— EEE .q'n_l ViEWI

% Array 1 (RAID 5)
B o
% Array 2 (RAID 5) dopn wwss @B

% Array 3 (RAID 5) Enclosure 12 (front) - SATA FaTA

JBB00000000000 eew

Enclosure 22 (front) - SATA FaTA |

BORC0D0000ODOOEY B

Enclosure 32 (front) - SATA FATA

I
15750484

G

Figure 47. ESM Firmware Menu

5. Select one or more enclosures.

6. In the Select Files window, click Browse next to the File text box and navigate
to [X]:\Firmware\SX6, where [X] is the drive letter of the CD-ROM drive.

7. Select esm98C5.esm and click Start.
8. Confirm the selection and click Yes.

9. In the status field in the Select enclosures table, wait for the download for
each enclosure to complete.

Base1-SVéUpper - Download Environmental (ESM) Card Firmware

Select a firmware file to transfer new Firmware from this management station ko the selected environmental (ESM) cards on Storage
Subsyster Basel-SYeLppet.

Drive enclosures

Select enclosures: [ Select Al

Enclasure 1D Mairnum Card Card A Card & Card B Card B Skakus
Daka Rate | Manufacturer Firrnwate Product ID Fitrware Praduct ID
Enclasure 0 4 Ghps IEM 98C5 PM 41%0725 985 PM 41¥0725

ESM Firmsare

Selected ESM Firmware file information:

Di:\Firmware),SXe1esmasgCs. esm Select File. ..

Select start to begin the transfer.

[ Start ] [ Close ] [ Help ]

Figure 48. Select enclosures table
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Configuring the Call Home functionality installed during migration

Complete this section if you would like Call Home installed and set up on the
system. This setup can be done at a later time.

For instructions on how to configure Call Home functionality, refer to the IBM
Virtualization Engine TS7530 Call Home Function Installation and Setup Guide.

Note: Copies of the Call Home guides and CDs are included in this migration ship
group.

Continue to [“Verifying the migration on SV6 controllers.”|

Verifying the migration on SV6 controllers

Perform the following steps to verify that the migration was successful.

Before you begin

If you closed Storage Manager 10 Client after you updated the firmware on the
controllers, repeat steps through to verify the firmware
levels.

Procedure

1. Right-click Controller A under Enclosure 85 and select Properties.

2. Verify that Firmware version: 07.36.17.00 and NVSRAM version:
N1814D420R1036V12 are listed under current configuration for SV6 controllers.

3. Right-click Controller B under Enclosure 85 and select Properties.

4. Verify that Firmware version: 07.36.17.00 and NVSRAM version:
N1814D420R1036V12 are listed under current configuration for SV6 controllers.

5. Repeat for each storage subsystem.

What to do next

Continue to [“Verifying the migration on SX6 expansion units” on page 64
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Verifying the migration on SX6 expansion units

Perform the following steps to verify that the migration was successful.

Before you begin

If you closed Storage Manager 10 Client after you updated the firmware on the
controllers, repeat steps through to verify the firmware
levels.
Procedure
1. Double-click the storage subsystem you want to select.

. Click Storage Subsystem -> View -> Profile.

2
3. Select the Enclosures tab at the top of the window.
4

. Using the scroll bar, verify that the ESM Firmware version is 98C5 for each
enclosure.

5. If failover was removed, then reinstall failover on both servers by following the
steps in [Appendix C, “Reinstalling failover,” on page 71|

Conclusion

You have finished the upgrade of your system to the TS7500 V3.2 software level.

* If failover was removed, and you haven't already done so in another step,
reinstall failover on both servers by following the steps in
[‘Reinstalling failover,” on page 71|

* Store the CDs that shipped in this ship group securely for possible later use.
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Appendix A. Installing PuTTY on the VE console workstation

Perform this procedure to install the PuTTY on the VE Console workstation if not
previously installed on the VE console workstation.

Procedure

1. Locate and insert the Virtualization Engine Base Firmware Update Disk into
the CD-Rom drive of the VE console workstation.

Note: Start Windows Explorer if it does not automatically start and navigate
to X:Tools, where X is the letter of the CD-ROM drive.

Click the TOOLS folder.
Click the PuTTY folder.
Click the INSTALLER folder.
Click the PuTTY - 0.58-Installer folder.
At the PUTTY Wizard, click Next.
Click Next.
Click Next.
9. Click Next.
10. Click Install.
11. Click Finish.
12. Read and close the Read Me window.
13. Close the Windows explorer window.

© N ok~ ODN

14. Remove the Virtualization Engine Base Firmware Update Disk from the
CD-ROM drive of the workstation.
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Appendix B. Removing failover

Procedure
1. Right-click the failover group name icon and click Failover > Remove. See
_ igure 49

) WE for Tape Servers ! 'Genera]] Event Lug ﬂ
v m Server

: Disconneck

nfﬂ% c cyirasses-A
‘3“.5 Failover 3 Remave cocp
B Suspend
:} 1 Jain Mulki-Mode Group
@[5 REpUS Resume
GEE Physical Resources Optians

u---f,% cvirasses-B
& B¥ Virtual Tape Library System
[ SAN Clients

@ [z] Reports

ts750403

Figure 49. Selecting the failover group to remove failover

Note: This procedure assumes that you selected the hostname of the lower
server and ran the wizard on the lower server. Example screens in this
procedure show the wizard running on the lower server.

Note: You might have to log in to each failover partner (server) to perform this
step.

2. At the Remove Failover Server screen, perform the following substeps (see
[Figure 50 on page 68):

__a. Record the lower server hostname (1 in [Figure 50 on page 68) in row 1 of
[Table 1 on page 68}

__b. Record the upper server hostname (2 in [Figure 50 on page 68) in row 1
of [Table 1 on page 68}

__¢. Record the lower server Adapter 1 (ethO) network interface IP address
(3a in [Figure 50 on page 68) in row 2 of [Table 1 on page 68}

__d. Record the upper server Adapter 1 (eth0O) network interface IP address
(3b in [Figure 50 on page 68) in row 2 of [Table 1 on page 68

__e. Record the lower server Adapter 2 (ethl) network interface IP address
(4a in [Figure 50 on page 68) in row 3 of [Table 1 on page 68|

__f. Record the upper server Adapter 2 (ethl) network interface IP address
(4b in [Figure 50 on page 68) in row 3 of [Table 1 on page 68

__ 9. Record the lower server Adapter 1 (eth0) service interface IP address (5a
in [Figure 50 on page 68) in row 4 of [Table 1 on page 68

__h. Record the upper server Adapter 1 (eth0) service interface IP address (5b
in |[Figure 50 on page 68) in row 4 of [Table 1 on page 68
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i. Record the lower server Adapter 2 (ethl) service interface IP address (6a
in [Figure 50) in row 5 of [Table 1

__j. Record the upper server Adaiter 2 (eth1) service interface IP address (6b

in in row 5 of [Table 1

28 Remove Failover Server

Remaove the Failover Setup hetweaen the Servers

Failover Setup for cwtras1 1

Server IR Service IP Subnet Interface
[B.11.218.74 3a [811216.46 54 (8112180 [ethn
l192.169.0111  4a [192.169.0223 6a [192.169.0.0 eth1

Failover Setup for cvtras2 2

Server [P Service [P Subnet Interface
[8.11.218.75 3b [9.11.218.45 5h [a.11.218.0 [etho
[192160.0222  4b |192169.0112  6b [192.169.0.0 eth
VWARNINGH!

The failover setup between the servers will be removed. Each server will be running as an independent VE for Tape Server
after the removal.

nnect Remowve Cancel

ts750450

Figure 50. Removing Failover Server

Table 1. Failover setup information

Row |Item Lower Server Upper Server

1 Hostname

2 Adapter 1 (ethO port) network
interface IP address

3 Adapter 2 (ethl port) network
interface IP address

4 Adapter 1 (ethO port) service
interface IP address

5 Adapter 2 (ethO port) service
interface IP address

3. After has been filled out, click Remove. Refer to

4. After failover has been removed, click OK. Refer to [Figure 51 on page 69|
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Remove Failover Server

-
\1‘) The falover configuration has been removed successfully.

Figure 51. Remove Failover Server confirmation

5. If required, click OK at the Root Information window (see [Figure 52).

=,

TotalStorage TS7500 V3 R1 Virtuali... [53

@ Bokh servers must be logged in as "roat”.

Ik

ts750404

Figure 52. Root information window

What to do next

Return to the step following the one that sent you here.
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Appendix C. Reinstalling failover
About this task

Attention: During this procedure, two types of IP address are assigned to the two
Ethernet ports for each server. This procedure assumes that you run the wizard on
the lower server. Example screens in this procedure show the wizard running on
the lower server.

Procedure
1. If not already connected, connect to both servers.

2. Ensure that the following services and features are set the same for both
servers. (For example, if iSCSI is enabled for the lower server, it must also
be enabled for the upper server. If Email Notification is disabled for the
lower server, it must also be disabled for the upper server.)

iSCSI

Email Notification

Hosted Backup

__ NDMP

3. Right-click the lower TS7530 Server icon.

4. Click Failover > Failover Setup Wizard. The Failover Setup Wizard starts.
shows this result for the lower server.

General Event Lna Version

Mame

Server Name

Login Machine Name
IP Address Connected

Disconnect

Administrators

el
o L7 Change Password Login User Name
= Server Type
@ [E Key Management w
Processar1-2
-® TR
G5 ace
o li Diagnostic Summary Data .
A Admin Made
@Lf License
= Server Status
o lig System Maintenance b System Up Time
VE for Tape Up Time
Options »

Fibre Channel WWPH
Fibre Channel WWPH
Fikre Channel WWPN
Properties Fibre Channel WWPN
Fikre Channel WWPN
Fibre Channel WWPH
Filre Channel WWFIN
Fibre Channel WWPH
Hardware Compression C:
Hardware Compression C;

Join Multi-Node Group

Storage Capacity Us

Total Size:

Coapel

ts750330

04/30/2008 09:26:01 [cviflash] Logged in

Figure 53. Starting the Failover Setup Wizard
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5. In the Select the Secondary Server window (see [Figure 54), do the
following:

Failover Setup Wizard

Selectthe Secandary Server

Selectthe secondary server from the list or connect to the server you want

WE For Tape Server

levtZperf2

Click <Next= to continue.

ts750363

| [ Mext ][ I Cancel ]I

Figure 54. Select the Secondary Server window

__a. From the VE for Tape Server list, select the hostname of the
secondary server. The secondary server is the other server in the
frame. For instance, if you started the Failover Setup Wizard on the
lower server in the frame, the secondary server is the upper server.
You recorded the hostname for both servers in row 1 of the table
when you recorded the server information.

__b. Click Next.
6. Do one of the following:

* If the Rescanning Physical Devices is required window
opens, proceed to step
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P -

] Failover Setup Wizard

& Rescanning Physical Devices is required.

Mot all the physical devices are accessible from hoth semvers. Please review the
following physical device information, make sure the servers are configured properly
and you have rescanned hoth semers to synchronize the configuration.

Device ... | GUID cvkZperfl cvtZperfz
@ EM15... [Teaah945-h799-4052-d760-00004638...|0:0:0:2 [3:0:0:2 e

Click the button at the detail Column (+) of the Device to view the detail, &
Lisk misrmatched devices on cvt2perfl, [] List matched devices.

Lisk misrmatched devices on cet2perf2,

# The physical device configuration information for the same device on both servers
is inconsistent. Please rescan the physical devices to synchronize the
configuration information with the actual device status before failover setup.

=

Figure 55. Rescanning Physical Devices is required window

» If the Enter the IP addresses of the Servers (Adapter 1) window
(Figure 60 on page 77) opens, proceed to step [L1 on page 75
7. In the Rescanning Physical Devices is required window (Figure 55), click
OK.

8. In the Virtual Device or Service Enabled Device... window (Figure 56 onl
[page 74), click OK.

ts750360
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# \irtual Device or Service Enabled Device configuration
information is inconsistent for the same device.

Device HName IBM:1814  FASHT
GUID Traah945-h7958-4052-d760-000046387h&as

Primary Server cviZperf]

Category Resered for Virual Device
Owner SAMsystem?2
SCS| address 0:0:0:2

2002

Secondary Server cvtZperf?

Category Used by Virtual Device(s)
Owner cviZperfz
SCSl address 3002
1:0:0:2
Figure 56. Summary of inconsistent device information
9. In the VE console (Figure 57), do the following:
| IBM TotalStorage TS7500 V2 R1 Virtualization Engine for Tape Console _!.,":i_'_

| File Edit View Tools Help

'r':) WE for Tape Servers SCSI Adapters| SCSI Devices o
—_— L

g % evtZperfl Adapter Mo 1Adapter|nfo
@ 5¥ virual Tape Library System ga 0 alogic
@171 SAN Clients i3 1 GLogic
@ | 5] Reports I 2 |QLogic
o W % 3_ Q_LDgi[;

Rescan 4 | QLogic
7]

D-_':a oviZper? Y g—i :
" = Prepare Devices | 5_ Q_Logng
Cl'j" Yillar rape crovary oyswn 5 'QLogic
@-17| | BAN Clients imr QLogic
G- 5[ Reports
o l{d, Physical Resources

05/02/2007 13:09:03 [cvtzperf2] Physical Device (guid: 1178106702 ACSL: 3 00 18) was added. w | ServericvbZperfl (3125 PM

Figure 57. Rescanning physical devices

__a. Expand the icon for the lower server.
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__b. Right-click Physical Devices and then click Rescan.
__C. In the Specify Adapter, SCSI ID and LUN ranges to scan window

gure 58), select Scan Existing Devices, then click OK.

-

| TotalStorage TS7500 V2 R1 Virtualization Engine for ...

Spedify Adapter, SCSIID and LUM ranges bo scan

{#) Bcan Existing Devices

{1 Discover Mew Devices

Ok Cancel

ts750362

Figure 58. Scan existing devices

__10. Return to the Failover Setup Wizard.

11.

Attention: If the Rescanning Physical Devices is required window
(Figure 57 on page 74) reopens, do not rescan. You must wait at least 10
minutes before rescanning again. If after rescanning a second time, the
Rescanning Physical Devices is required window reopens, contact your
next level of support.

on page 76), do the following:

Appendix C. Reinstalling failover

In the Enter the IP addresses of the Servers (Adapter 1) window (Figure 59

75



Failover Setup Wizard

Enter the IP addresses of the Servers

Enterthe IP addresses that the clients will use to access the servers.
Adapter: 1, Subnet Mask: 255255254 0, Subnet: 941 2100

IP address for the server: cvt2perf1 i_ 11
IP address for the server: cwt2perf2 |_

The above addresses will be used by the VE for Tape SAN Clients and the VE for Tape Console
to access the VE for Tape Servers. Ifthe Console is logaed into VE for Tape using a DMNE name,
the default addresses abave were resalved using DMS. When a failover occurs, both addresses
will be assumed by the surviving VE for Tape Server.

Click =Mext= to continue.

[ Back ]| [ mext ]| [ Cancel ]|

ts750355

Figure 59. Entering or confirming network interface IP addresses for adapter 1

__a. In the IP address fields, confirm that the wizard retrieved and filled
in the network interface IP addresses for adapter 1 (eth0) for the
servers. You recorded the hostname for both servers in row 2 of the
table when you recorded the server information. If the wizard did
not automatically fill in these values, enter them into the IP address
fields of the Failover Setup Wizard screen.

__b. Click Next.

__12. In the Enter Service IP addresses for the Servers (Adapter 1) window
(Figure 60 on page 77), do the following:
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Failover Setup Wizard

Enter Sewice IP Addresses for the Servers

Enter the IP addresses that will be used to sernvice the servers.
Adapter: 1, Subnet Mask: 255255254 .0, Subnet: 9.11.210.0
Service IP address for the server: cvt2perf1| . 210, 4

Service IP address for the server: cvi2perf2 | ; 210, 5

These IP addresses are used exclusively by the VE for Tape Servers to monitor each other's
health. The address continues to be owned by the respective VE for Tape Server even when a
failover occurs. Each VE for Tape Server will maintain the respective service IP address in
addition to the existing IP address.

Warning! VE for Tape SAN Clients and VE for Tape Console must not use these addresses to
connect to the VE for Tape Server.

Click <Next= to continue.

[ Back ]l I Next I] | Cancel

J

Figure 60. Entering or confirming service IP addresses for adapter 1

ts750356

__a. In the IP address fields, type the service IP addresses for adapter 1

(ethQ) for the lower and upper servers. You recorded the hostname

for both servers in row 4 of the table when you recorded the server

information.
__b. Click Next.

__13. In the Enter the IP addresses of the Servers (Adapter 2) window (Figure 61

, do the following:

Appendix C. Reinstalling failover
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Failover Setup Wizard

Enter the IF addresses ofthe Servers

Enter the IF addresses that the clients will use to access the servers.
Adapter: 2, Subnet Mask: 255.0.0.0, Subnet: 10.0.0.0

IP address for the server: cvi2perf1
IP address for the server: cvi2perf2

The above addresses will be used by the VE for Tape SAMN Clients and the VE for Tape Cansale
to access the VE for Tape Servers. Ifthe Console is logged into WVE for Tape using a DRS name,
the default addresses ahove were resolved using DRHE. When a failover accurs, both addresses
will he assumed by the surviving VE for Tape Server.

Click =Mext= ta cantinue.

[ Back ]] [ Mexk ]I [ Cancel ]j

15750357

Figure 61. Entering or confirming network interface IP addresses for adapter 2

__a. In the IP address fields, confirm that the wizard retrieved and filled
in the network interface IP addresses for adapter 2 (ethl) for the
lower and upper servers. You recorded the hostname for both
servers in row 3 of the table when you recorded the server
information. If the wizard did not automatically fill in these values,
type them in the IP address fields.

__b. Click Next.

__14. In the Enter Service IP addresses for the Servers (Adapter 2) window
(Figure 62 on page 79), do the following:
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Failover Setup Wizard

Enter Service IP Addresses for the Servers

Enterthe IP addrezsses that will be used to semvice the semvers.
Adapter: 2, Subnet Mask: 255.0.0.0, Subnet; 10.00.0

Service IP address for the server: cvi2perf1 10,10 .11 . 45

Senvice IP address for the server: cvt2perf2 10 .10 . 11 . 45

These IP addresses are used exclusively by the VE for Tape Servers to maonitar each other's
health. The address continues to bhe owned by the respective VE for Tape Server even when a
failover occurs. Each VE for Tape Server will rmaintain the respective service [P address in
addition to the existing IP address.

Warning! VE for Tape SAN Clients and VE for Tape Console must not use these addresses to
connect to the VE for Tape Server.

Click =Mext=to continue.

I Back || [ Mext ” [ Cancel J|

ts750358

Figure 62. Entering or confirming service IP addresses for adapter 2

__a. In the IP address fields, type the service IP addresses for adapter 2
(ethl) for the lower and upper servers. You recorded the hostname
for both servers in row 5 of the table when you recorded the server

information.
_b. Click Next.

__15. In the Confirm the Failover Configuration window (Figure 63 on page 80),

verify that the entered information is correct and click Finish.
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80

Failover Setup Wizard

Caonfirm the Failover Configuratian

Failover Setu_p for cvt2perf1/ cvi2perf2
Cuarurm Disk: IBM:1814  FAST (SCEl Address: 0:0:0:1)

Metwark Adapter 0, Subnet; 10.10.10.0
Server IP: 10.10.10.45
Service |F: 10.10.10.2

Fibre Channel Adapter 4; QlLogic

T d LA A LI PR TR LR

Failover Setup for cutZ2perf2) cvt2perf1
Quorurm Disk: IBM: 1814 FASIT (SCSlAddress: 0:0:0:1)

MNetwark Adapter 0, Subnet 10.1010.0
Server IP: 10.10.10.45
Service IP: 10.10.10.3

Fibre Channel Adapter 4: GilLogic

e A LNAATR LA SA_MA PO O T o Sl

Click Finish to confirm and create the failover configuratian.

” L Cancel ”

| Back H [ Finish

Figure 63. Confirm the Failover Configuration window

__16. In the Successful Configuration Notification window, click OK.

ts750354

__17. Verify successful configuration by performing the following substeps for
each server:

3954 Upgrade and Migration Guide

In the VE console, click a server icon.

Click the General tab.

Verify that the server status is Online.

Click the Failover Information tab.

Verify that the Failover State is Normal.
Verify that the Failover Removed value is No.
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