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Parametric Likelihood Inference
Xuan Yao

Maximum likelihood principle is one of the milestones in statistical literature in the past century. Here
we give a brief review of the parametric likelihood inference. Throughout, we consider the following random
sample from a known p.d.f. with unknown parameter 6:

X1y X "RY f(a:60) (1)
with the actual observations (realizations)
Ti,...,Tn- (2)

1 Likelihood Function

Likelihood is the probability of observing the data we observed. Thus, for random sample (1) - (2) the
likelihood is given by

P{Xy =a1,..., Xp =} = [[ P{X: = 2} (3)
i=1

As follows, we discuss (3) for discrete and continuous p.d.f., respectively.

Case 1: If f(x;0p) in (1) is discrete, we have P{X = x} = f(x;60p); in turn, equation (3) becomes

P{Xy =a1,..., Xn =} =[] fl@i;00). (4)

=1

Case 2: If f(x;0p) in (1) is continuous, for a small constant 6 > 0, we have P{X =z} = P{x —0 <z < x+0};
in turn, equation (3) becomes

P{X1 Zl‘l,...,anl‘n}

n

[[P{zi -6 < Xi <ai+ 6} = [[[Fx (@i + 6;00) — Fx(z: — 6:60)]

Q

i=1 i=1
= JI20f(&:00)) = (20)" [] £(&::60)
~ (20" [ f(wisbo), (5)

where F'x (x;60p) is the d.f. corresponding to f(z;60p), &; is between (z; —¢) and (z; + 0) and we assume
f(x;0) is continuous in z. Thus, equation (5) shows that likelihood (3) is approximately proportional

to H?:l f(zi;60).
Based on (4) and (5), the likelihood function for 6y with random sample (1)-(2) is defined as

n

L(0;x) = [[ f(xi;0), for 6 € ©, (6)

i=1
where x = (21,...x,) and © is the parameter space for 6y in (1). Note that for discrete or continuous p.d.f.
f(z;6p), maximizing likelihood (3) and maximizing likelihood function (6) with respective to 6 are equivalent.



2 Maxium Likelihood Estimator

For random sample (1)-(2), mazimum likelihood estimator (MLE) for 6 is given by

0 = arg max L(0;x), (7)

where “argmax” is the value of argument at which the given function attains its maximum value.

Mathematically, 0 is the value at which the likelihood function L(0;x) attains its maximum value. Re-
calling the relation between (3) and (6), statistically 6 is the value of  in © that makes the observed data
has the greatest probability to be observed.

For many applications involving likelihood functions, it is more convenient to work in terms of natural log-
arithm of the likelihood function, called log-likelihood, than in terms of the likelihood function itself. Because
the logarithm is a monotonically increasing function, the logarithm of a function achieves its maximum value
at the same points as the function itself, and hence the log-likelihood can be used in place of the likelihood
in maximum likelihood estimator and related techniques and we can write the MLE as

0= 1(6;x) = In f(x;;0
arg max 1(0; x) argreneaéc; n f(20), (®)
where [(0;x) = In L(0; x).
If © is open, [(6;x) is differentiable in © and 0 exists, then § must satisfy the estimating equation
Vol(0;x) = 0. (9)

This is known as the likelihood estimating equation. So for the random sample (1)-(2), the likelihood esti-
mating equation is given by

iva In f(x:;0) =0. (10)
i=1

Evidently, some solutions of (10) may not be the maxima or only the local maxima, thus we need to refer
to other properties of the likelihood function. In the next two examples, we demonstrate how to find the MLE.

Example: Suppose the p.d.f. in (1) is given by f(z; o) = exp{—(z — po)?/2}/Vv2m, where x € R and
0o = po. We find the MLE of pg as follows. Using (6), we have

~ n
s x) =Y I flaip) = —5 In(2m) — 52(% — ) (11)
i=1 i=1
To maximize the log-likelihood, we differentiate (11) w.r.t. 4 and set the derivative to be zero,

T _ > 1) =0 (12)

The solution for (12) is i = >, z;/n = %x. Now, let us take the second derivative of (11),

921 (p; %)
Thus we know that the first derivative of log-likelihood function is a decreasing. Since it attains 0 if and
only if i = X, the first derivative will be positive on (—oo, i) and negative on (fi,00). This means that the
log-likelihood function is increasing on (—oo, fi) whereas decreasing on (fi,00), thus the likelihood function
attains its maximum value at u = fi. Hence the MLE for p is given by g = X.



In some cases, the differentiating method is not applicable. This often happens when the domain of
random sample depends on parameter.

Example: Suppose the p.d.f. in (1) given by uniform distribution on (0,6p). We find the MLE
for 6 as follows. Since in this case, the p.d.f. is given by

F:00) = eiof{o <o <60, (14)

where I{x € A} is the indicator function, i.e., for a given set A, I{x € A} = 1ifz € A; I{x € A} =0
otherwise. Thus from (6), the likelihood function is given by

n

[Tr@:0)=1]
=1

i=1

1 1
= e—nHI{0<x¢<0}:9—nI{O<x1<6‘,0<x2<9,...,0<xn<0}

i=1

L(6;x)

I{O<IL‘Z<9}

| =

1
= o—nl{o <) < T < 9}, (15)

where X(;) is the order statistic and x(;y is the corresponding realization. Note that the support of L(f;x) is
[€(n),00) and that on its support, L(f;x) = 1/0" is decreasing in 0. Therefore L(6;x) attains its maximum
value at 0 = X(,). Thus the MLE for 6y is given by 6= X(n)-

3 Properties of MLE

Let us start this section with a convenient computational property for MLE, namely, plug-in property.
Then we will present the asymptotic distribution, consistency and efficiency of MLE. At the end this section,
we will discuss several disadvantages of MLE.

3.1 Invariance Property

MLE holds a nice invariance property, which means that MLE is unaffected by re-parametrization, i.e.,
MLE is equivariant under one-to-one transformations.

Theorem 3.1. Let 6 denote the MLE of 0y in random sample (1)-(2). Suppose that h(-) is a one-to-one

function from © onto h(0©). Define n = h(0). Then the MLE of ng = h(6p) is h(6).

Proof: Since h(-) is onto and one-to-one, h~!(+) exists. Since n = h(6), we have § = h=*(n). Hence

f@;00) = fzsh™ (o)) = f*(w37m0),

where f*(x;n9) is the p.d.f. of the random sample (1)-(2) with parameter ny. Then by (6), the likelihood
function for 7 is

n n

L*(pix) = [ £*(@isn) = [ f@ss h™ () = L(h ™" ();%) = L(6;%). (16)

i=1 i=1
Let 1) be the MLE for 79, then we have

R (16) R
L*(n;x) = L*(m;x) = L(0;x) = L(0;x) = L(0; %), 17
(%) = max L7(px) = max  L(0;x)=maxL(6;x) = L(6;x) (17)

Thus we have 7 = h(f). O



3.2 Consistency of MLE

A sequence of estimmators W,, = W, (Xy,...,X,) is a consistent sequence of estimators (Casella and
Berger, P468) of the parameter 6 if for every € > 0 and every 6 € O,

ILm Pp{|W,, — 0| > e} =0. (18)

The following theorem will show that MLE is consistent.

Theorem 3.2. For random sample (1)-(2), let  denote the MLE of 0y. Suppose that f(6;,x) satisfies the
following assumptions,

Al f(x;0) is identifiable, i.e., if § # 6’ then f(x;0) # f(x;0").

A2 The densities f(x;80) have common support, and f(x;8) is differentiable in 6.

A3 The parameter space {2 contains an open set w of which the true parameter value 6y is an interior point.
Then the MLE is consistent.

Proof:
By A3 we know that there exist 6 > 0 such that for any 0 < € < 4, (g —¢€,00+¢) C ©. Then by S.L.L.N.,

we have

%(1(00 —x) —1(00;x))
- % Z(ln f(@i:00 — €) —In f(24;600)) = Eo{ln f (2500 — €)} — Eo{ln f(2;60)}
B o f (@i —¢€)
= Eo {1 f(xi;60) } "
and
%([(90 +€x) —1(00; %))
= > n fi B+ ) — I flii60)) 5 Bofln f(ais 6o + )} — Fofin f(ri: )}
_ n L@t +¢)
= FEy {1 f(xl, 90) } . (20)

Apply Jensen’s Inequality, we get
f(@:0') f@ )\ _ f(@:0') e — g
Ey {ln F(@:0) } <InFEjy { F(@:0) } fln/ F(@:0) 'f(x,G)d:L'fln/f(x,H Ydz =0 (21)

The inequality is (21) is strict due to Al, that is f(x;0) being identifiable, i.e. for any 6’ # 6, we have
f(z;0") # f(x;0). From (19)-(21),we know that

o1 .1
P {nhHH;O E(Z(GO —x)—1(0p;x)) < 0} =P {nlirrgo 5(1(90 +ex) —1(0p;x)) < O} =1 (22)
So 3N such that

P {;(1(90 —6x)—1(00;x)) < O} =P {;(1(90 +ex) —1(0p;x)) < 0} =1, for alln > N. (23)
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Hence

P{(l(0g — e;x) — 1(00;x)) <0} = P{(l(6p + €;x) — I(0p;x)) <0} =1, for all n > N, (24)
Note that by A2, f(z;0) is differentiable on [0y — €, 6o + €]. Recall that 1(6p;x) = > i In f(z4,60). 1(60;%)
is also differentiable and continuous on [fy — €, 8y + €¢]. Hence there exist 6 such that [(6;x) > 1(8;x) for all
0 € [0y — €,0p + €]. However by (24), 0 is not equal to 0y — € or 0y + €, therefore we have

ol(; 5
(aéx> =0and 0 € (6 —€,00+¢) for all n > N. (25)
0
Consequently, 0 is the MLE and for any e, lim,, o, P(|§ — 60| < €) = 1. Hence MLE is consistent. O

3.3 Asymptotic Distribution

A nice asymptotic distribution will simplify computation for large sample. The following theorem will
show that MLE is asymptotically normal when sample size is sufficiently large.

Theorem 3.3. Suppose 0, is the MLE of true value 0y in random sample (1)-(2). Let 1(6y) denote the
Fisher Information in Xy. Suppose that f(x;0), 0 € O satisfies the following three assumptions,

A4 for any z, f(x;0) is three times differentiable with respect to 6 in a small neighbourhood of the true
value 6.

A5 For 0 in a small neighbourhood of 0y, [0 In f(z;6)/06%| < H(z) and E{H(X)} < oco.
A6 Eo{alnf(X, 90)/89|90} = 0; E0{82 lnf(X, 90)/392|90} = —1(90); 1(90) > 0.
As n goes to infinity, \/n(0, — 0o) goes to N(0,171(6y)) in distribution.

Proof: Let us make Taylor expansion of 0l(0;x)/90|; at 6 = 6o,

_ol(e;x)|  ol(0;x) " 021(0;x) 1. 2 031(6; %)
0= ae én - 80 8 + (en - 90) 892 o + 2 (9n - 90) 803 01? (26)
where 601 is between én and 6y. So
. B 1 01(0; x) 1 | 0%1(0;x) 1,4 5, 31(0; %)
\/H(Hn—ﬁ’o)—{—\/ﬁ'n&9 90}/{n lagz 60+§(9—90) o |, | [ (27)
From A6, we can see that
Ey OIn f(X3;6) =0 and Varg 9In f(X4;6) = I(6p) > 0. (28)
00 9 00 9

Recall that [(8;x) = Y, In f(z;;0) and In f(X1;6),In f(X2;6),...,In f(X,,;0) are i.i.d. random variables.
Hence by C.L.T\,
101(0; %)

_ﬁ'ﬁ a0

B N(0,1(6)). (29)

0o
Apply S.L.L.N, we obtain

152l(9;x)
n 062

a.s. 82 lnf(Xlae)
0o o {({W

} = —1(6,) (30)
0o



Then note that én LY 0y as n goes to infinity. Therefore

01 £ 0y and 6; — 6Oy Eoasn goes to infinity (31)
Hence as n — oo, #; is in arbitrary small neighbourhood of 6y. Therefore by A2, we have

1 0%1(6;%) 1 4 BlLo;x)| P
ZW , = Op(l) and %(Gn — QO)W , — 0. (32)

1 1

From (30) and (32) we know that the denominator of (27) goes to —I(fy) in probability while (29) shows
that the numerator of (27) goes to N(0,(fy)). Consequently, by Slutsky’s Theorem, we obtain

Vil — 80) B N(0,1(60))/1(60) 2 N(0,17(6p)). (33)

O

3.4 Asymptotic Efficiency

A sequence of estimators W, is asymptotically efficient for a parameter 7(0y) if /n[W, — 7(6p)] —
N(0,v(6p)) in distribution and
7_/2(90)
v(fy) = ;
) = B o 70X 60) 97

that is , the asymptotic variance of W,, achieves the Cramer-Rao Lower Bound.

(34)

Theorem 3.4. Mazimum likelihood estimator is asymptotically efficient.

Proof: Note that in our case, W, = 6, and 7(6y) = 0. Followed by Therorem 3.2 and (34), we get the
conclusion. O

3.5 Disadvantages of MLE

Although MLE does hold some convenient mathematical properties (plug-in) and good asymptotic be-
haviour (asymptotic normal, consistency and efficiency), it also has some disadvantages.

1. All the good statistical behaviour are based on sufficiently large sample size. Actually, for small sample,
MLE may be significantly biased. We may also lose efficiency when sample size is small.

2. We need to assume the distribution of random sample according to prior experience or knowledge. All
the calculation, no matter for large sample or small sample, is based on the assumed p.d.f. f(x;8).
However, in practice, it is quite possible that the f(x; ) we propose is not close to the real distribution,
which will cause a vital damage to the whole process.

3. To derive a convenient way to calculate MLE, we assumed independence among Xi,...,X,. This
assumption may also be violated in practise.

4. In some cases, maximum likelihood estimator does not necessary exist. Even it does exist and can be
calculated by differentiating the likelihood function, the calculation might be very complex and will not
lead to a explicit answer.

5. Sometimes we apply Newton-Raphson, EM and etc. to give a numerical solution to MLE. This calls
for more regulation on parameter space and p.d.f.. These methods may also be sensitive to the initial
point for iteration



4 Likelihood Ratio Test

A likelihood ratio test (LRT) is used to compare the fitness of two models, one of which (the null model)
is a special case of the other (the alternative model). Suppose the parameter 6y in (1) belongs to a set O,
then LRT can be defined as follows.

Definition 4.1. The likelihood ratio test statistic for testing Ho : 0y € ©¢,00 C © vs Hy : 0y € OF is

SUPpeo, L(6; x)

A=) = Supgeo L(6;x)

(35)

A likelihood ratio test (LRT) is any test that has a rejection region of the form {x : A\(x) < co}, where c is
any number satisfying 0 < ¢, < 1.

Remark 4.1. .

1. Since the numerator of (35) is maximized over a smaller region compared to the denominator, we can
conclude that likelihood ratio is always smaller than one.

2. An optimized case is when null hypothesis is true. Recall that if we have a large sample the MLE
is approximately equal to the true value. Hence the likelihood ratio will be close to one. Otherwise,
likelihood ratio will be close to zero

The constant ¢, in Definition 4.1 is decided by the level of the test. For a test of level «,
a = P(reject Ho|Hy) = Pyyco,(A(X) < ¢q), (36)

and the rejection region is (0, ¢, ), which means that if the likelihood ratio is smaller than ¢,,, we should reject
the null hypothesis with probability 1 — a.

A special case for (35) is testing Hy : 6y = 0§ vs Hy : 0y # 0. Further, let us suppose the MLE exists.

Since we have only one candidate under null hypothesis, A(x) becomes

L(0g;x)  L(65;x)
supgee L(05%)  L(0;x)

Ax) = (37)

The calculation of ¢, calls for an explicit distribution of A(x). LRT has a nice x? distribution when we
have a large sample size. Here and throughout this note, we use x2 to denote the chi square distribution with
v degrees of freedome. Let us present this property starting with the simple Hy : 09 = 05 vs Hy : 0y # 05.
The following to theorems are cited from Theorem 10.3.1 and Theorem 10.3.3 in [1].

Theorem 4.1. Suppose 6y € © C R. For testing Hy : 0y = 6§ vs Hy : 0 # 6, with random samples (1)-(2).
Then under Hy, as n — oo, —2In\(x) — X7 in distribution.

Proof: First expand In L(#;x) = I(0;x) in a Taylor series around the MLE 6, giving,

1(0;x) = 1(0;x) +1'(0;x)(0 — 0) + %l”(&; x)(0—0)* +.... (38)

Now substitute the expansion for [(6§;x) in —21In A(x) = —21(6§;x) + 21n(6; x), and get
—2In \(x) ~ —1"(0;x) (0 — 6), (39)

where we use the fact that '(;x) = 0. Since I(0;x) is the observed fisher information I,,(6) and I,,(6)/n —
I1(0%) = I(fy) under Hy. It follows from Theorem 3.3 and Slutsky’s Theorem that —2InA(x) — x? in
distribution. 0



Theorem 4.1 can be extended to the cases where the null hypothesis concerns a vector of parameters. The
following generalization, which we state without proof, allows us to ensure Theorem 4.1 is true for large
samples.

Theorem 4.2. (Wilk’s Theorem) For testing Hy : 0y € ©g vs Hy : 0y € O, suppose random samples
are (1)-(2) and 0y € ©. Then under Hy, as n — oo, —2InA(x) — X2 in distribution, where v equals to
the difference between the number of free parameters specified by 0 € ©¢ and the mumber of free parameters
specified by 0 € O©.

The computation of v is usually straight forward. Most often, © can be represented as a subset of g-
dimensional Euclidean space that contains and open subset in R?, and ©g can be represented as a subset
of p-dimensional Euclidean space that contains an open subset in RP, where p < q. Then v = ¢ — p is the
degrees of freedom for the test statistic.

Rejection of Hy for small values of A(x) is equivalent to rejection for large values of —21n A(x). Thus,

Hy is rejected if and only if —2InA(x) > Xia, (40)

and the asymptotic rejection region is (X?,)a, 00). Here and through out this note X?,)a is the constant such
that P{x} > x. .} = .
Next let us present and example using Wilk’s Theorem.

Example 4.1. Let 0 = (p1,p2,p3,pa,Ps), where p;’s are non-negative and sum to 1. For (1)-(2), f(4;0) =
pj,Jj =1,...,5. Find the LRT test statistic for testing Ho : p1 = p2 = p3 and ps = ps vs Hy : Hy is not true,
and the asymptotic rejection regiomn.

Sol 4.1. The likelihood function under © is

n

L(6;z) = I_If(ar;l7 0) = Hpi—”, where y; = number of x1,...,x, equal to j. (41)

i=1 i=1

The full parameter space, ©, with four free parameters, is really a four-dimensional set since ps =1 — p; —
p2 — p3 — pa. The parameter set is defined by

4

j=1

a subset of R* containing an open subset of R*. Thus ¢ = 4. There is only one free parameter in the set
specified by Hy because once py is fixed, pa = ps must equal to py and py = ps must equal (1 — 3p1)/2. Thus
p =1 and the degrees of freedom is v =4 —1= 3.
To calculate A(x), the MLE of 6 under both ©g and © must be determined. By setting
0 .

—(0;2) =0, for each of j=1,...,4 (43)

apj
and using the facts that ps =1 —p1 —pa —Pp3 —pa and ys = n — Y1 — Y2 — Ys — Y4, we can verify that the
MLE of p; under © is p; = y;/n. Under Hy, the likelihood function reduces to

n 1-3 Ya+ys
L(a, :B) _ H f(xly 9) _ p7{1+y2+y3 <2pl> . (44)
i=1

Using the same method as (43), the MLE’s under Hy are p1g = pao = p3o = (y1 + y2 + y3)/(3n) and
Pao = pso = (1 — 3p10)/2. Substituting these values and the p; values into L(0; ) and combining terms with
the same exponent yield

M) = <y1 +y2+y3>y1 (1111 + Y2 +y3)y2 <y1 +y2+y3>y3 (il/4+y5>y4 <y4+y5)y5 (45)
3y1 3y2 3y3 2y4 2ys '




Thus the test statistic is
2l \(z 2Zyzln<yz> (46)

where m1 = mg = ms3 = (y1 +y2 + y3)/3 and my = ms = (ys + y5)/2. The asymptotic size a test rejects Hy
if —2In\(z) > X3 -

Although likelihood ratio test is not necessarily unbiased, we can approach the unbiasness by increasing
sample size. In other words, likelihood ratio test is consistent.

Theorem 4.3. The likelihood ratio test is consistent.

Proof: We need to show that if true value 0y # 65, we reject Hy with probability one as n goes to infinity.
We reject the null hypothesis if A\(x) < ¢, or equivalently, if

—InA(x Zlnf 2:0,) — Zlnf(xi;%) > c. (47)
i=1

Expand the first term in (47) at true value 0y, we can re-write it as

aln f(x:;00)
“InAx) = Zlnfxz,eo +ZZ nggf Y By — B0.0) + 10y (|16 — o)) Zlnfxz,eo
i=1 r=1 r
- Zm (43 6o) +ZJ 0o: 2:)" (0, — 00) + nop(||6, — Bol)). (48)

flxi;68)

where J is Fisher Score. To use L.L.N. and C.L.T., we manipulate (48) into a more convenient form and split
it into three parts, namely, nA, /n- B - C, and /no,(||C||),

~InA(x) = fZI z;;ZS:) i;J(mi;ao)T—O]‘\/ﬁ(én—oo)“‘\/ﬁ(’p(\/ﬁ”én—eon

AtV BCC) (49)

By L.L.N, as n tends to infinity, A tends to

f(xiz0o) L f(=60)
&mﬂ%m%<mﬂm$)

with probablility one. Observe that —In(e) is a convex function, we can apply Jensen’s Inequality to the
limit of A,

f(i;65) [ (x5 65) f( xz,eo
A— Ep, | —In——2 ~In By, g =~ ln : — lnl—o.
" ( ! f(z3;60) - f(xi;60) :Ez,Ho @33 00)dz nl=0 (50)

Hence we have proved that A — constant > 0 with probability one. Consequently, A — n - constant =
with probability one.

By LLN, the second term in (49) is bounded. This suffice to show that —In A(x) will be greater than
any given constant as n goes to infinity with probability one. In other words, we reject null hypothesis with
probability one. O

In the end of this section, we present an example of small sample size. In this case, we can deduce the
exact distribution of A(x) without requiring n — oo or applying Wilk’s Theorem.

Example 4.2. Suppose the p.d.f. in (1) is given by N(uo,03). Find the test statistic for Ho: po = pg. vs
Do F KO-



Sol 4.2. By Definition 4.1, we can write

sup,> (2m0%) "2 exp{— 3 7iL, (i — p§)?/(207)}
Sup,, o2 (2m02) /2 exp{— 31, (2 — p)?/(20%)}

Note that the MLE for the numerator is

Az) = (51)

and the MLFE for the denominator are

=

I
8l
Q>

)

2 _ % (e — ) (53)

Therefore we can calculate A\(x) by plugging (52) and (53) back to (51)

D > T
N@) C 5 T T -2/ (1)

To simplify our test rule further we use the following equation, which can be established by expanding 6<.

(54)

6 =6+ (x — ) (55)
Therefore,
1 R
1 1 =, *\2 /42

Because s* = (n—1)"* 3" (z; —2)? = no2, 62/62 is a monotone increasing function of |T,| where

7, - V= )

— (57)

Therefore the likelihood ratio tests reject for small values of A(x), or equivalently, large values of |T,,|. Because
T, has a T distribution under Hy, the size o critical value is t,,_1 1_o/2. We should reject null hypothesis if
|Tn| 2 tn—l,l—a/Q'

5 Likelihood Ratio Confidence Interval

In the previous section, we derived the fact that —21In A\(x) has an asymptotic chi squared distribution.
For fixed 6§ in Hy : 0y = 6§, the acceptance region is given by

{Mx): —2InA(x) < xT.}, (58)

Then by inverting the LRT, we can conclude that for (1)-(2), the set

. _91n L(#;x) 2
(o on () 2 ) “

is an approximate 1 — « confidence interval.

Example 5.1. The p.d.f. in (1) is given by Bernoulli(p) andY = > | X;. We have the approzimate 1 — «

confidence set
. p'(L—p)"¥ 2
{p : —2In <pw(1 — oy < Xia (- (60)

10



For some special distributions, we can find the exact distribution of A(x). In this case, we can get a more
accurate confidence interval by inverting the LRT of Hy : 6y = 6§ vs H; : 6y # 6. The confidence interval is
of form

L 0*.
accept Hy if M < k(6p), (61)
L(6;%)
with the resulting confidence region
{60: L(0;x) > K'(x,0)}, (62)

for some function k&’ that gives 1 — « confidnece.

Example 5.2. Suppose that the p.d.f. of (1) is exponential()\). Find the confidence interval for A by inverting
a level a test of Hy : A= A vs Hy : A # A{.

Sol 5.1. For random sample (1)-(2), the LRT statistic is given by
exp(= 2o xi/A) /A" exp(= o xi/A0) /A" (Z ﬂfz)n e- S wi/A;
Supy s exp(— > 2i/A) /A" e~ /(X wi/n) nAG
For fized \j, the acceptance region is given by

ANy = {m: (%f")neiwi/% > k} (64)

0

where k* is a constant chosen to satisfy Py:(X € A()\5)) = 1 — a and the constant " /n has been absorbed
into k*. Inverting this acceptance region gives the 1 — a confidence set

C’(m){/\: (Zf’)neiwi/*zk*}, (65)

which is an interval in the parameter space ©.
The expression defining C(x) depends on x only through > x;. So the confidence interval can be expressed

in the form
C(in)Z{/\lL(in)S)\SU(Z%)} (66)

where L and U are functions determined by the constraints that the set (64) has probability 1 — « and

If we set

Do Ti

=a and —<=— = b, where a > b are constants. (68)

LX) U wi)
Then (67) becomes a™e™' = b"e™", which yields easily to numerical solution. To work out some details, let
n =2 and note that >, X; ~T'(2,\) and Y X; /A ~T'(2,1). Hence from (68), the confidence interval becomes

1 1
{/\:azmigAgbei},

where a and b satisfy

Py (
a

o

IN

>

IN
S| =

o
N——

I

~
N

>

IN
-5

IN

IS
N——

I

—

|

Q

Then




To get, for example, a 90% confidence interval, we must simultaneously satisfy the probability condition and
the constraint. To Three decimal places, we got a = 5.480, b = 0.441, with a confidence doefficient of 0.90006.

Thus,
Pt ZX-<)\< 1 ZX» = 0.90006
2\ 5.480 =7= 0441 oo ‘
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