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TOP VVebsites (estimates pulled xkcd-style)

Revenue Server
(USD) Count

Google | 920 million | 23 billion 24,400 1,000,000+

Company Users Employees

Facebook | 750 million | 300 million 2,000+ 60,000+

Microsoft | 740 million | 69 billion 90,412 220,000+

Yahoo 600 million | 6 billion 13,900 50,000+

Wikipedia | 411 million | 20 million /3 370 (+400)
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Operations Team

® Seven full-time and one part-time personnel now work in
Operations.

® All ops personnel are on-call for any major outages.

® | ocated across multiple time zones.

WE TOOK THE HOSTAGES, | | BUT THENTHIS GUY CLIMBRED UP NO, HE IGNORED THEM.
SECURED THE BUILDING, ANO | | THE. VENTILATION DUCTS AND WALKED | | HE JUST RECONNECTED
CUT THE COMMUNICANON | | ACROSS BROKEN GLASS, KILLING THE CABLES WE CUT,
LINES LIKE YOU SAID. ANYONE WE SENT TO STOP HIM.

MUTTERING SOMETHING
ABOUT “UPTIME ",

\
/ y
" EXCELLENT. 4
2& AND HE. RESCUED %EN%ES,ETH

THE HOSTAGES? A SYSADMN.

comic from xkcd.com
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Operations Tasks &
Communication

® Maintaining site uptime.

® Configuration & deployment of software services.

Vs o Caale ¥
re am support of servers/network.

® Most communicatio B ia IRC.

® Hwikimedia-tech « #wikimedia-operations
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Datacenters

° We currently have F Ive deployments in total.
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® Ashburn,VA, USA: eqlad
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pmtpa & sdtpa

® | ocated within the same building in Tampa, FL, USA
on differing floors.

® Shares network, routing, and transit.

loors due to deployment schedule and
“»itig fa fo “ : - _‘., £XEF ,',‘_.,,.‘:., ,_,,.-,_. ‘,., ‘..P. ...\_‘-_‘4,., TS 5

® INo peering
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knams & esams

knams facility is used for peering, also initially housed
our servers.

esams houses our caching servers, as well as some

other Servicw'
e ) urka k b n sites, ~ I 5km apart.
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eqiad

® Started deployment in February 201 1.

® Redundancy & Reliability improvements.
° "*“Dual power(supplies) in all racks/servers.

- ®  Redundant network topography.

Already routing the majority ot our ig:liile
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Invalidation
notification
Profiling
Logging
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Wikimedia Cluster

e (Caching is done for anonymous users via squid/varnish.

* Apache, coupled with Mediawiki, does our rendering.

e MySQL is used for our database storage, with memcached as an
intermediary.

e External storage of old data is kept in dedicated mysql instances we refer
to as external storage.

e All databases and apache servers are in Tampa or Ashburn.

e Our esams deployment is a caching center, no databases or apaches.
* TJoolserver and some other services also run out of here.

 egqiad is in initial deployment, no services hosted from there except
network routing.
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Apaches & Mediawiki

* Apache does primary web serving/rendering.
* Primary and API clusters.
* Logged in users hit these directly.
* secure (in its old form) uses this directly.
* Mediawiki does the heavy lifting.
* MW is developed primarily for this.
* Open-source PHP software
e Optimized by:
* Not doing stupid things.
* caching expensive operations
* profiling and close focus in code.
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Mediawiki caching

* Practically everything within Mediawiki can be

cached.
e Most of this resides in Memcached, distribued

object cache.

Content acceleration
& distribution network

. . Primary interface
' . Secondary interface
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MySQL Databases

 Databases are split into /7 distinct groups.

* Each group has one dediacted master and two
dedicated replication hosts.

 Llarger projects have less databases on the cluster
shard; smaller wikis have more databases on each
cluster.

* Each project/language is its own database.

 Old revision data is kept in external storage.

* sdtpa/pmtpa share these roles on some apache servers.
* egqiad has dedicated external storage servers.
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Caching Layer

Caching uses reverse HT TP proxy

All non-logged in users hit squid.

Squid clusters are located in every datacenter cluster
sdtpa/pmtpa is primary, esams squids hit Tampa squids.
eqiad not yet online.

three gr ext, upload, and bits.
- * Squid rur upload varnlsh runs bItS
g -' g 2 : -v 80 R > .
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Squid Caching Invalidation

Wiki pages are changed and invalidated at a
very unpredictable rate.

Users always need to see the latest revision.
Cannot depend on invalidating based on time.

Squid purge is implemented via mulitcast UDP
based HTCP protocol.

- Squid handles text and upload.
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Florida

(primary
cluster)

sq1 j[sq3 ] Caching
: layer
Destination
URL hash
routing layer

—;—--

P —— ——

Amsterdam
(caching Clients

Caching knsq 2] cluster)

o '. 1k -/

Ongln server ]4—

Destination
URL hash
routing layer
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Varnish Caching Invalidation

 Currently Varnish just runs bits.
* Serves static content such as javascript and
css files.
* Currently in development to replace squid for
all caching.
* More efficient than sqmd better able to use

L 7 Sy s

res ces. B
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Media Storage

Primary storage is currently used on 45XX
series Sun servers.
Not open source, not scalable.
Seeking a new solution, currently a couple
options in development.

- Thumbnails are served on same hardware, but
different actual ser: vers running Ubuntu.
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——2 HTTP
——>> MySQL
———> NFS
Memcache
»” DNS
—1> HTCP
UDP

Invalidation
notification

Profiling

Logging
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LVS Load Balancing

e LinuxVirtual Server
 Direct Routing mode
e All real servers share the same IP
address
e | oad balancer shares load across ‘
all real servers
e Return traffic is routed directly ‘ LV stte
from the caching servers, not via
the LVS server.
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Geographic Load Balancing

* DNS resolves to the datacenter closest to the
user.
Not always physically closer.
Map IP address of i”esolver to the country

NS s used wﬂj‘) eoba’fckend
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Puppet

CLASS APACHES:PACKAGES {
# WIKIMEDIA-TASE-APFSERUVER MOUED TO MEDIAWIKLFPP

PACKAGE { [ "LIBAPACHE2-MOD-PHFS", "PHP-PEAR", "FHFS-CLI", "PHPS-
COMMON®, "PHPS-CURL", "PHPS-MYS0L", "PHPS-KMLEPC" 1
ENSURE => LATEST;
}
IF { SLSBOISTCODENAME == "HARDY" ) {
PACKAGE { [ "PHPS-WIKIDIFFZ", "FHPS-LUMERRORS" 1.
EMSURE => LATEST;

http://www.puppetlabs.com/ }
}

IF ( SLSBOISTCODENAME == "LUCID" ) {
e F 2 O L VAT | PACKAGE { [ "PHPS", "PHP-WIKIOIFF2", "PHPS-UMERRORS" 1:
Uses ruby Soa Rl s S g o ENSURE => LATEST;

Lo L 3 4 -
e l.‘r =S - » 3 R f L }

‘Handles all configuration file
" i anagemen X% package ins» , 2 T, . Rumnenmnac"{

1o k=t ‘J.A -
.

®  All services must be documented

LU ACpPiOycCd Vvia LUlls LOOI1
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Wikitech

Memcached - Wikitech

wikitech wikimedia.org/view/Mempy 17Kl v

page
Memcached

The memcached masier php file is located in

/home /wikipedia/common/php/mc-patpa.php

® http://wikitech.wikimedia.org PuamPae | Youcaninat s memcached sever W

apt-get install mencached

. M ed iaWi ki I n Stal Iati On th at We u Se to : . : BL r':n you start .vT)z~vv~li¢-;r¢:u afler -'I:.’..ﬂ‘ Thc.m;!.:‘!cr :V.!.ﬂr.:-,. Lis :.ldfll"-l;. i, but Jl lhes . B
document setup, maintenance, recovery,
CLCHS

od /home/w/common/php«l.5/maintenance; php mctest.php

Note that 8l servers thal are up will return incr: 100 get: 100 and servers that are down wil

relum Sncr: 0 get: €

Editing mc-pmtpa.php

® [Exists outside the cluster, so if the
. - SABnd A Please note what the file says, the order and format s very important. Make sure you add servers 1o
cluster goes down, we still have notes - o
on how to fix it.

number

If you fix & memcachad server and & is not immedialely needed 10 Q0 INtD rotation, De S 10 Move it

from DOWN 1o SPARE

Once you finish updating the Sle, you néed 10 sync it out with the folowing
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® http://nagios.wikimedia.org

® We use both active and passive
checks as well as paging via direct
attached SMS device.

® Checks are added to services via el |~ oo e s
puppet and updated to our nagios e = i G

~a

A4 L P e e <q -
. rver Admin Log ) -
server * Reguest stats : ] SAD " 00d 220 X0 18 MO CRITICAL Actve 44 Worting 45 Fated 1. 5
2 . Profiling
* Mall stats g ! "2 v médms

DS CRITICAL - row spuce e 224 VB 0%

ahos coxte of 298w o of benaretn.

Comrwens lawy ol el by Persd

® Monitor all normal system e S e e
specifications, including hardware |
faults and software response.
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Ganglia

- MY | RENPU e e T~ (Du PO « Nou B4 - A AINGAN - My -

® httD://ganglla.Wlkimedia.org (] Wikimedia Choud Repeet foe Tha, 28 Jol 2011 16:56:14 40000

Carnba Whwmeda Whomeda Cind Regmn|

Last o H Serted  svomang 4

WIKIMEDIA
Wikimedia Clood »

WWilkimedia Chond 1 21 somroes)

® Distributed monitoring software,
graphing, and reviewing tool for servers. -

® Shows us how hard the servers are R

{MiLT
Hhow

working.

alals Comgha  Bhmada Agacten § CFY Onnter Repoen

Apaches § CTU Ohatior Raport Sor Thea, 28 Dol 2001 345758 +0000 I Apuches X (11

»
.' AL - — ol s S el e . el View ' 3 Toeal
—— e gyt

Hhouts up
Howss down

WIKIMEDIA
"

Wikimedin Chud > Apibn S UL > v

grosley wikimediaorg graphs last hour sorted by name

Ganglia_Test_Current Users Total donations

‘0 .
i 18 0 ! 5 ™ » ir 0 15 o0

B grosley last howr B orosley last bour Ine o0 e
paypal donations

L 2
(5]

)

(1] »
s m» i ) i - Pl 3 b
B grosiey last howr B grosley last M B grosley last hour
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AAA [Power_strips /eqiad/ps 1-a5-eqgad/Sensor_1/

l 4 » Bt/ torrus. wikimedha v (™ -"-
\ o on Power, eewironmaent menitoring

Torrus

® http://torrus.wikimedia.org e

Description: Sentry Smart COU

® SNMP monitoring and

Temperature (deg, C)

graphing software. e

Tee Metwork

Core swiwtches/

® Ve capture and display

System_Performance/
""""" 27.00 B Tesperature

network usage, power and GBS Bl

40.00 B Hgh thresheld

temperatures in our I
datacenters, squid Reatirs bumidity ()
performance, and other e

e Serrguari Jmpececveheme

e 0.0 The 12. 00
Current: 37.00 B Relative husidaty
ent ! 25.00 B Lov threshold
urrent: 75.00 B 'agh thresheld

‘ ’

[

»
The 06 00 Tha 1200 The 18 0
Curren Mimisus
121,00 [ Processes
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Statistics

W
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® http://stats.wikimedia.org/

® Top request rate of approx. 141k

Wed 12:00 Thu 00: 00
Current Average Maximus Minisum
requests per second. o6k | lesak 262k | 10.38 W upload.patpa
12.41k 11.2%k 16.72k 7.%2k B bits.pmtpa
14,29k 13.21k 17.37k 9.21k B text.pmtpa
14,58k 18. 25k 1.67k B upload.esans
. A e 760 11.65k : 15,54k 1.24k W bits. esans
9.56k , 74k 12.18k 1.64k B text.esans
ppI’OX. SErvers. 57.44k 2 92,82k 15.60k @ Total

® At minimum |60 kw power used.
only measure eqgiad & sdtpa.

Wikimania 201 | - Haifa, Israel
August 4-7,201 |

Friday, August 5, 2011

Presented by: Rob Halsell



Wikipedia is down

(but my paper is due)

® http://status.wikimedia.org

® #Hwikimedia-tech

® http://nagios.wikimedia.org

MIKE 1979: I REPLACED MY SPORK PLUGS AND MIKE 1979: I REPLACED MY SA9RK PLUGS AND
NOW MY OFR 15 RUNNING WEIRD. NOW MY 0AR 15 RUNNING WEIRD.

~|[ ME: THE SPARX GAP MIGHT BE OFF. ‘ ME: WHAT IS A SPARK PLUG 77

vE: HELP
ME: WHAT 1S A CAR??

= ME YOU CAN CHECK WITH A FEELER GAUGE.

[ L= )| MIKE 1979: WHAT SHOULD THE GAD BE?
| rosf] ME: USUALY BETWEEN 0.035° AND 0.070°
~“AVIE: BUT IT DEPENDS ON THE ENOINE

WHEN WIKIPEDIA HAS A SERVER OUTAGE, MY APPARENT IQ DROPS BY ABOUT 30 FOINTS,
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Service / Website

0 Dumps download

& GeolP lookup

0 https services (unsupported)

0 Images & media

0 IRC RecentChanges

& Mail (SMTP)

0 Mobile site

0 payments.wikimedia.org

0 Static assets (CSS/JS)

o Subversion (SVN)

0 Ubuntu mirror

0 Wiki commons (s4)

Performance and Availability Status

Service is operating normally
Service is operating normally
Service is operating normally
Service is operating normally
Service is operating normally
Service is operating normally
Service is operating normally
Service is operating normally
Service is operating normally
Service is operating normally
Service is operating normally
Service is operating normally
Service is operating normally
Service is operating normally

Service is operating normally

Current Performance

876 ms

338 ms

390 ms

365 ms

1271 ms

124 ms

152 ms

211 ms

472 ms

597 ms

558 ms

368 ms

2125 ms

2065 ms

1703 ms

100.0%

100.0%

100.0%

100.0%

100.0%

100.0%

100.0%

100.0%

99.9%

100.0%

100.0%

100.0%

99.9%

100.0%

100.0%

Uptime Last 24h

& Wik commons (s4) - UNCACHED

o Wiki platform [[w:de:Main Pagel]] (s5) Service is operating normally 522 ms 100.0%

0 Wiki platform [[w:de:Main Page]] (s5) -

UNCACHED Service is operating normally 349 ms 100.0%

0 Wiki platform [[w:dsb:Main Page]] (s3) Service is operating normally 356 ms 100.0%

0 Wiki platform [[w:dsb:Main Page]] (s3) -

UNCACHED Service is operating normally 389 ms 100.0%

o Wiki platform [[w:en:Main Page]] (s1) Service is operating normally 376 ms 100.0%
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Open-source software used on

cluster

mediawiki apache squid
pybal memcached mysq|
ubuntu powerdns lighttpd

nfs  wordpress limesurvey

-

~ requesttracker

AP

Friday, August 5, 2011
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In closing

° ',___Nearly,all operations are handled via open source.

@ Always lookir jty ore ops folks future ops work
will allow for volunteers.

® contact info: rhalsell@wikimedia.org, IRC: RobH
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